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The continued advancements in high performance comput
ing, both in hardware and software, and the cost competitive 
advantage of numerical simulations over laboratory experi
ments have made computational fluid dynamics an integral 
tool in the study of science and engineering problems. How
ever, unlike experimental methods for which a large body of 
knowledge and techniques exist for the evaluation of experi
mental error and uncertainty (and are widely accepted), equiv
alent techniques for the evaluation of numerical error and 
uncertainty are less well developed and accepted. A recent 
article in the Journal of Fluids Engineering (Celik, 1993) high
lighted this point and identified possible reasons for both the 
lack of interest in this topic and lack of accepted methods for 
the evaluation of uncertainty by the computational science 
community. Celik went on to identify three major topics of 
relevance to the issue of numerical accuracy and uncertainty. 
These are: (i) the separation of numerical errors from modeling 
errors; (ii) the identification, estimation, and reduction of nu
merical errors; and (iii) the assessment of codes and compu
tational schemes with respect to numerical uncertainty through 
benchmarking. As Celik indicated, there is the need to improve 
the quality of the large number of papers being published today 
in computational fluid dynamics, and thus there is an urgent 
need for implementing a policy regarding numerical uncer
tainty analysis or quantitative error estimation. 

The Fluids Engineering Division (FED) of the ASME, 
through the Coordinating Group on Computational Fluid Dy
namics (CGCFD), has taken on the task of leading the com
putational fluid dynamics community and focusing their 
attention on the formulation of reasonable measures for nu
merical accuracy. The CGCFD has by charter the responsibility 
to promote discussion and interest in research into all areas 
of computational fluid dynamics and principal among these 
are methods for the evaluation of numerical accuracy. The 
CGCFD has performed its function by conducting symposia, 
forums, and panel discussions addressing this complex topic. 
The objective here is to delineate standard practices by which 
computational studies may be performed and the standards 
by which archival publications will be gauged. As a result of 
these meetings and discussions a new level of standards for 
the evaluation of journal publications has been promulgated 
for the Journal of Fluids Engineering. 

The Journal of Fluids Engineering has had the policy that 
it: will not accept for publication any paper reporting the 
numerical solution of a fluids engineering problem that fails 
to address the task of systematic truncation error testing and 
accuracy estimation. This policy statement, originally pre
sented in Roache, Ghia, and White (1986), was the first of its 

kind and provided a very general standard for evaluating jour
nal publications. In the seven years since this policy's imple
mentation, significant advances in computer hardware and 
computational software have occurred such that CFD is no 
longer in its infancy, but is a full-fledged tool in engineering 
and scientific problem solving. As Roache, Ghia, and White 
(1986) point out, fifteen years before the publication of their 
editorial, any successful calculation was of interest, and much 
of this exploratory work deserved publication. But even in 
their time it was recognized that this practice was outmoded. 
Therefore, it seems only logical and scientifically correct that 
the CFD community meet higher standards for evaluation of 
accuracy, standards on par with those required of the exper
imental community. What follows below then, are refinements 
and enhancements to the Journal's original statement on nu
merical accuracy, which attempt to elucidate the criteria by 
which Journal papers will be judged. 

Finally, it is not the intent of this new policy statement to 
eliminate a class of simulations which some have referred to 
as "practical engineering project simulations." The justifi
cation by these individuals for performing a single grid sim
ulation has been that budget constraints, schedule constraints, 
or computer resource constraints prevent a systematic analysis 
of accuracy from being performed. It is assumed that in per
forming CFD analyses for "practical engineering projects," 
for which experimental data is usually not available, that one 
must perform, in the natural course of the project, an eval
uation of the accuracy of the simulation results in order to 
determine the validity of these particular calculations.Without 
such an effort there is no clear justification for presenting a 
simulation as representative of the physical phenomena. There
fore, it would seem only natural, even in the solution of prac
tical engineering problems, that the items addressed here, be 
used to validate a simulation. 

The author wishes to acknowledge the comments and sug
gestions to this new policy statement from Prof. B. P. Leonard 
(University of Akron), Dr. P. J. Roache (Ecodynamics), Dr. 
Ramesh Agarwal (McDonnell Douglas), Prof. Oktay Baysal 
(Old Dominion University), and Prof Demetri Telionis (Vir
ginia Polytechnic Institute and State University). 

The guidelines on the following page have been approved 
by the FED Coordinating Group on Computational Fluid Me
chanics and the Editorial Board of the Journal. 

Dr. Christopher J. Freitas 
Chairman of the Coordinating 

Group on Computational 
Fluid Dynamics 
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Journal of Fluids Engineering Editorial Policy 
Statement on the Control of Numerical Accuracy 

Although no standard method for evaluating numerical un
certainty is currently accepted by the CFD community, there 
are numerous methods and techniques available to the user to 
accomplish this task. The following is a list of guidelines, 
enumerating the criteria to be considered for archival publi
cation of computational results in the Journal of Fluids En
gineering 

1. Authors must be precise in describing the numerical 
method used; this includes an assessment of the formal 
order of accuracy of the truncation error introduced by 
individual terms in the governing equations, such as 
diffusive terms, source terms, and most importantly, 
the convective terms. It is not enough to state, for ex
ample, that the method is based on a "conservative 
finite-volume formulation," giving then a reference to 
a general CFD textbook. 

2. The numerical method used must be at least formally 
second-order accurate in space (based on a Taylor series 
expansion) for nodes in the interior of the computational 
grid. The computational expense of second, third, and 
higher order methods are more expensive (per grid point) 
than first order schemes, but the computational effi
ciency of these higher order methods (accuracy per over
all cost) is much greater. And, it has been demonstrated 
many times that, for first order methods, the effect of 
numerical diffusion on the solution accuracy is devas
tating. 

3. Methods using a blending or switching strategy between 
first and second order methods (in particular, the well-
known "hybrid," "power-law," and related exponen
tial schemes) will be viewed as first-order methods, un
less it can be demonstrated that their inherent numerical 
diffusion does not swamp or replace important modelled 
physical diffusion terms. A similar policy applies to 
methods invoking significant amounts of explicitly added 
artificial viscosity or diffusivity. 

4. Solutions over a range of significantly different grid 
resolutions should be presented to demonstrate grid-
independent or grid-convergent results. This criterion 
specifically addresses the use of improved grid resolution 
to systematically evaluate trucation error and accuracy. 
The use of error estimates based on methods such as 
Richardson extrapolation or those techniques now used 
in adaptive grid methods, may also be used to dem
onstrate solution accuracy. 

5. Stopping criteria for iterative calculations need to be 
precisely explained. Estimates must be given for the 
corresponding convergence error. 

6. In time-dependent solutions, temporal accuracy must 
be demonstrated so that the spurious effects of phase 
error are shown to be limited. In particular, it should 
be demonstrated that unphysical oscillations due to nu
merical dispersion are significantly smaller in amplitude 
than captured short-wavelength (in time) features of the 
flow. 

7. Clear statements defining the methods used to imple
ment boundary and initial conditions must be presented. 
Typically, the overall accuracy of a simulation is strongly 
affected by the implementation and order of the bound
ary conditions. When appropriate, particular attention 
should be paid to the treatment of inflow and outflow 
boundary conditions. 

8. In the presentation of an existing algorithm or code, all 

pertinent references or other publications must be cited 
in the paper, thus aiding the reader in evaluating the 
code and its method without the need to redefine details 
of the methods in the current paper. However, basic 
features of the code must be outlined according to Item 
1, above. 

9. Comparison to appropriate analytical or well-estab
lished numerical benchmark solutions may be used to 
demonstrate accuracy for another class of problems. 
However, in general this does not demonstrate accuracy 
for another class of problems, especially if any adjust
able parameters are involved, as in turbulence modell
ing. 

10. Comparison with reliable experimental results is appro
priate, provided experimental uncertainty is established. 
However, "reasonable agreement" with experimental 
data alone will not be enough to justify a given single-
grid calculation, especially if adjustable parameters are 
involved. 

These ten items lay down a set of criteria by which the editors 
and reviewers of this Journal will judge the archival quality 
of publications dealing with computational studies for the 
Journal of Fluids Engineering. We recognize that the effort 
to perform a thorough study of numerical accuracy may be 
great and that many practical engineering calculations will 
continue to be performed by first order methods, on a single 
fixed grid. However, such analyses would not be appropriate 
for presentation in this archival journal. With the gains in 
performance of low-end workstations, it is now reasonable to 
require papers on solutions by CFD to meet these fundamental 
criteria for archiving of a publication. 

With the details of these ten criteria now presented, a short
ened statement will appear in each volume of the journal. This 
statement will appear as follows: 

The Journal of Fluids Engineering will not consider any 
paper reporting the numerical solution of a fluids engineering 
problem that fails to address the task of systematic truncation 
error testing and accuracy estimation. Authors should address 
the following criteria for assessing numerical uncertainty. 

1. The basic features of the method including formal trun
cation error of individual terms in the governing nu
merical equations must be described. 

2. Methods must be at least second order accurate in space. 
3. Inherent or explicit artificial viscosity (or diffusivity) 

must be assessed and minimized. 
4. Grid independence or convergence must be established. 
5. When appropriate, iterative convergence must be ad

dressed. 
6. In transient calculations, phase error must be assessed 

and minimized. 
7. The accuracy and implementation of boundary and in

itial conditions must be fully explained. 
8. An existing code must be fully cited in easily available 

references. 
9. Benchmark solutions may be used for validation for a 

specific class of problems. 
10. Reliable experimental results may be used to validate a 

solution. 
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Research Needs in Fluids Engineering 

Basic Research Needs in Fluid-Solid Multiphase Flows 

by C. T. Crowe1 

The flows of liquid-solid and gas-solid mixtures have been 
important to industrial processes for many years. The com
plexity of these flows has necessitated the use of empiricism 
in design, often leading to non-optimal and expensive systems. 
The development of more sophisticated experimental tech
niques and the availability of high speed computational ca
pability now provide the tools to improve the physical 
understanding of such flows. The ultimate goal is the devel
opment of reliable, predictive models to complement design 
and accurate, robust instruments to optimize performance of 
engineering systems. 

There are numerous basic research needs in the flow of 
liquid-solid flows which are encountered in a variety of ap
plications from the food to the mining industry. A relevant 
application in the metals processing industry is the application 
of abrasive water jets for high-speed, closely controlled cutting. 
The conventional approach has been to use a rheological model, 
such as a Bingham plastic or a power-law fluid, with empirical 
coefficients which may be valid only for limited conditions. 
One of the problems in the experimental studies of slurries has 
been the measurement of flow properties because of the opacity 
of the slurry mixture. Velocity and concentration measure
ments have been made with probes inserted in the flow but 
the effect of the probes on the flow properties is not well 
established. There is a need to develop techniques that provide 
non-intrusive in-situ measurements of the concentration and 
velocity profiles. These techniques may involve tracking tracer 
particles using neutron magnetic resonance or some other tech
nique. Another approach may be the development of trans
parent particles in liquids (preferably water) which would enable 
conventional PIV or LDA techniques. These is also a need to 
develop a model which accounts for the particle-particle in
teraction and the interaction of the particles and the fluid in 
a thick slurry mixture and which can be used to predict the 
rheological behavior at arbitrary solid loadings and strain rates. 

There are also basic research needs in the flows of gas-
particle and gas-droplet mixtures in applications from energy 
conversion to materials processing. The access to high-speed 
computational facilities has enabled the development of nu
merical models which now show promise of predictive capa
bility for complex gas-particle (droplet) flows. There are, 
however, fundamental research issues that have to be resolved 
for continued model development. 

1 Mechanical and Materials Engineering, Washington State University, Pull
man, WA 99164-2920. 

Although significant progress has been made in understand
ing particle mixing due to turbulence, new insights have shown 
that the standard time-averaged approach in quantative de
scriptions are misleading. Studies have shown, that under cer
tain conditions, particles will tend to concentrate in regions of 
high strain and not mix uniformly throughout the fluid. There 
is a need to better quantify particle mixing in turbulent flows. 

Another basic research need is to establish the effect of the 
dispersed phase on the turbulence of the carrier phase, known 
as turbulence modulation. The generation or suppression of 
turbulence in the fluid has a profound effect on mixing ef
fectiveness, particle dispersion and pressure loss in a flowing 
system. This is a very difficult problem because of the complex 
nature of turbulence itself. There is a need for a complementary 
numerical (analytic) and experimental effort to resolve these 
issues. Experimental studies of the turbulence intensity and 
length scales, together with measurements of particle velocity 
fluctuations, are needed at high loadings. Under these con
ditions the measurements are seriously encumbered by the 
opacity of a highly loaded mixture. Some progress has been 
made in numerical studies using sophisticated models for the 
turbulence field such as large eddy simulation and direct nu
merical simulations. Still considerably more work is needed 
for systems with non negligible condensed phase volume frac
tion. 

Another research need is to improve understanding of par
ticle-particle (or droplet-droplet) interaction in dense sprays. 
The particle-wall and particle-particle interaction is the primary 
mechanism for transfer of momentum from a surface to the 
dispersed-phase flow field. Detailed measurements are needed 
on the momentum lost due to wall collisions and the relation
ship between particle properties before and after collision. 
These data are dependent on many variables such as wall 
roughness, material properties of the particle and wall material 
and particle shape. The measurements are difficult because of 
the problems associated with using LDA and PIV techniques 
close to a surface. 

Droplet-droplet interaction and the resulting coalesence or 
breakup is a very important research topic because droplet size 
is a key parameter in any gas-droplet flow. In many atomi-
zation systems, the droplet size is significantly affected by 
droplet-droplet collisions in the dense portion of the spray. A 
developing area strongly affected by atomization is spray cast
ing and forming. In this application metal is atomized and 
sprayed on a substrate. The rapid cooling of the small droplets 
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results in improved material properties. Measurements of 
droplet mechanics and droplet size are difficult in the dense 
regions of a developing spray. 

Another area where fundamental research on gas-particle 
flows could benefit an industrial process is plasma arc coating. 
In this process a plasma with temperatures as high as 20,000 
K is developed. Particles are injected into the plasma, melt 
and are deposited on a surface. The conditions in the plasma 
plume are such that the particles are in the free molecule or 
slip flow regimes. Some important research issues are the drag 
and heat transfer on a particle in a plasma. There is also the 
need to understand the dynamics of a plasma plume which 
exhausts into air at standard conditions. Experimental meas
urements are very difficult because of the high temperatures. 
Also the high density difference between the plume and the 
surroundings renders the development of a viable numerical 
model a difficult task. 

This column is dedicated to exposing significant questions 
of high potential interest to the fluid mechanics community. 
Here I wish to focus on asking questions in a specific subject 
area of great concern to a large number of industrial processes 
and equipment where flow-driven particle impact erosion (PIE) 
is a costly problem. How costly? Lumping together plant shut
downs, the replacement of worn equipment, decreased process 
efficiencies, product loss or contamination, over-design prac
tices and the implementation of safety factors, the cost is in 
the hundreds of millions of dollars annually. 

There are essentially two ways to reduce undesirable PIE. 
One is to select appropriate materials to maximize resistance 
to wear. This solution is generally expensive and often re
stricted to specialized or critical applications where exotic, 
highly resistant superalloy or ceramic materials can be j ustified. 
The other solution, of concern here, is to alter the conditions 
affecting the behavior of erosive particle-fluid suspensions in
cluding particle size, shape, concentration, impact speed, im
pact angle and impact location. Of these conditions, the last 
four can be strongly determined by the flow field driving par
ticle motion. 

A major challenge in understanding, possibly avoiding and, 
hopefully, controlling PIE is its inter-disciplinary nature; see 
the extensive review by Humphrey (1990). At the most fun
damental level, PIE is a highly complex particle-surface in
teraction problem and considerable effort has been expended 
researching the materials-related aspects of this form of wear. 
To date, however, theoretical attempts to model the compli
cated exchanges of mass, momentum and energy that take 
place between high speed particles and the surfaces they erode 
by impaction have met with, at most, modest success and are 
of little generality. This is because much of the theory is highly 
phenomenological in content, relying on experimental data (to 

1 Department of Mechanical Engineering, University of California at Berkeley, 
Berkeley, CA 94720. 

Another merging area which is a challenge to the fluid dy-
namicist is the generation of nanocluster materials. These ma
terials are nanometers in size and have interesting material 
properties because of the large fraction of molecules on the 
surface. These clusters can be generated by the supersonic 
expansion of a metal vapor in which the metal nucleates to 
form clusters. The problem is the design of systems to remove 
the clusters from the flow stream. The application of ther-
mophoresis represents one technique. The nanoclusters are 
much smaller than the mean free path of the gas molecules so 
continuum mechanics is no longer applicable. 

The experimental measurements and numerical simulations 
of fluid-particle flows is becoming more feasible because of 
the availability of more sophisticated experimental and nu
merical techniques. Still there is considerably more work to be 
done before one can use the information available to improve 
and optimize the design of fluid-particle systems. 

provide closure) which are obtained under such idealized or 
specialized conditions that the practical predictive value of the 
theory is minimal. 

Notwithstanding, semi-empirical deterministic relations de
scribing the PIE of ductile and brittle materials have been 
derived and put to predictive use. The relations are of the form 
E=kV"f(fij) where E is the mass of surface eroded per total 
mass of impacting particles, k and n are "constants" assumed 
to depend on the pair of materials involved, V\ and /3,- are the 
particle impact speed and angle with respect to the surface, 
and / is a function of ft. Note that the relatively early rec
ognition given to V-, and /3„ as critical parameters affecting 
erosion, was strictly within the context of a materials inter
action point of view with the result that most studies and 
interpretations of observations were rigidly fixed in this mold. 

For example, the unusually large range (from 2 to 4, ap
proximately) in the value of n in the above expression for E 
was originally attributed to variations in particle/surface ma
terial properties among experiments, and the question asked 
for years was: "How does the exponent n in the expression 
for Edepend on material properties?" In his pioneering study, 
Laitone (1979) asked the equivalent of the following, very 
different, question: "Does the exponent n in the expression 
for E depend on the flow field?" In a detailed analysis of 
particle motion up to the instant of impact, Laitone showed 
that all values of n exceeding 2 could be explained exclusively 
in terms of fluid mechanics effects. Clearly, Laitone asked 
(and answered) the right question. 

Primarily because of the enormous costs involved, PIE con
tinues to be a scientific-engineering subject of tremendous na
tional importance. Typically, much equipment and many 
processes involve particles with momentum equilibration num
bers ranging from 0.1 to 10 so that the associated flow fields 
can strongly influence the speed, angle and location of particle 
impact. As a result, the fluid mechanics aspects of PIE are 
receiving increasingly more (justly deserved and long overdue) 
attention. In this regard, better designed and more carefully 

Questions in Fluid Mechanics 

Flow-Driven Particle Impact Erosion: Asking the Right Questions 

By Joseph A. C. Humphrey1 
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results in improved material properties. Measurements of 
droplet mechanics and droplet size are difficult in the dense 
regions of a developing spray. 

Another area where fundamental research on gas-particle 
flows could benefit an industrial process is plasma arc coating. 
In this process a plasma with temperatures as high as 20,000 
K is developed. Particles are injected into the plasma, melt 
and are deposited on a surface. The conditions in the plasma 
plume are such that the particles are in the free molecule or 
slip flow regimes. Some important research issues are the drag 
and heat transfer on a particle in a plasma. There is also the 
need to understand the dynamics of a plasma plume which 
exhausts into air at standard conditions. Experimental meas
urements are very difficult because of the high temperatures. 
Also the high density difference between the plume and the 
surroundings renders the development of a viable numerical 
model a difficult task. 

This column is dedicated to exposing significant questions 
of high potential interest to the fluid mechanics community. 
Here I wish to focus on asking questions in a specific subject 
area of great concern to a large number of industrial processes 
and equipment where flow-driven particle impact erosion (PIE) 
is a costly problem. How costly? Lumping together plant shut
downs, the replacement of worn equipment, decreased process 
efficiencies, product loss or contamination, over-design prac
tices and the implementation of safety factors, the cost is in 
the hundreds of millions of dollars annually. 

There are essentially two ways to reduce undesirable PIE. 
One is to select appropriate materials to maximize resistance 
to wear. This solution is generally expensive and often re
stricted to specialized or critical applications where exotic, 
highly resistant superalloy or ceramic materials can be j ustified. 
The other solution, of concern here, is to alter the conditions 
affecting the behavior of erosive particle-fluid suspensions in
cluding particle size, shape, concentration, impact speed, im
pact angle and impact location. Of these conditions, the last 
four can be strongly determined by the flow field driving par
ticle motion. 

A major challenge in understanding, possibly avoiding and, 
hopefully, controlling PIE is its inter-disciplinary nature; see 
the extensive review by Humphrey (1990). At the most fun
damental level, PIE is a highly complex particle-surface in
teraction problem and considerable effort has been expended 
researching the materials-related aspects of this form of wear. 
To date, however, theoretical attempts to model the compli
cated exchanges of mass, momentum and energy that take 
place between high speed particles and the surfaces they erode 
by impaction have met with, at most, modest success and are 
of little generality. This is because much of the theory is highly 
phenomenological in content, relying on experimental data (to 
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Another merging area which is a challenge to the fluid dy-
namicist is the generation of nanocluster materials. These ma
terials are nanometers in size and have interesting material 
properties because of the large fraction of molecules on the 
surface. These clusters can be generated by the supersonic 
expansion of a metal vapor in which the metal nucleates to 
form clusters. The problem is the design of systems to remove 
the clusters from the flow stream. The application of ther-
mophoresis represents one technique. The nanoclusters are 
much smaller than the mean free path of the gas molecules so 
continuum mechanics is no longer applicable. 

The experimental measurements and numerical simulations 
of fluid-particle flows is becoming more feasible because of 
the availability of more sophisticated experimental and nu
merical techniques. Still there is considerably more work to be 
done before one can use the information available to improve 
and optimize the design of fluid-particle systems. 

provide closure) which are obtained under such idealized or 
specialized conditions that the practical predictive value of the 
theory is minimal. 

Notwithstanding, semi-empirical deterministic relations de
scribing the PIE of ductile and brittle materials have been 
derived and put to predictive use. The relations are of the form 
E=kV"f(fij) where E is the mass of surface eroded per total 
mass of impacting particles, k and n are "constants" assumed 
to depend on the pair of materials involved, V\ and /3,- are the 
particle impact speed and angle with respect to the surface, 
and / is a function of ft. Note that the relatively early rec
ognition given to V-, and /3„ as critical parameters affecting 
erosion, was strictly within the context of a materials inter
action point of view with the result that most studies and 
interpretations of observations were rigidly fixed in this mold. 

For example, the unusually large range (from 2 to 4, ap
proximately) in the value of n in the above expression for E 
was originally attributed to variations in particle/surface ma
terial properties among experiments, and the question asked 
for years was: "How does the exponent n in the expression 
for Edepend on material properties?" In his pioneering study, 
Laitone (1979) asked the equivalent of the following, very 
different, question: "Does the exponent n in the expression 
for E depend on the flow field?" In a detailed analysis of 
particle motion up to the instant of impact, Laitone showed 
that all values of n exceeding 2 could be explained exclusively 
in terms of fluid mechanics effects. Clearly, Laitone asked 
(and answered) the right question. 

Primarily because of the enormous costs involved, PIE con
tinues to be a scientific-engineering subject of tremendous na
tional importance. Typically, much equipment and many 
processes involve particles with momentum equilibration num
bers ranging from 0.1 to 10 so that the associated flow fields 
can strongly influence the speed, angle and location of particle 
impact. As a result, the fluid mechanics aspects of PIE are 
receiving increasingly more (justly deserved and long overdue) 
attention. In this regard, better designed and more carefully 
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controlled fluid mechanics experiments should be performed, 
and more realistic descriptions of particle motion and universal 
models of erosion should be developed. These studies should 
include adequate discussions of experimental and/or numerical 
model uncertainties. 

Understandably, in a field as complex as PIE, progress is 
slow and major issues remain to be'solved. I believe that the 
following are among the most difficult and pressing questions 
yet to be satisfactorily addressed. 

1. Even though PIE is a stochastic phenomenon, it continues 
to be attacked primarily via approaches that are entirely de
terministic at most (if not all) levels of inquiry, ranging from 
the motion of a particle towards a solid surface to its inter
actions with that surface. What are the universal limitations 
inherent to all deterministic approaches and how can the sto
chastic nature of PIE be properly accounted for? 

2. A discrete (Lagrangian) description of particle motion is 
intuitively appealing. However, in concentrated systems with 
significant particle-particle interactions the associated mo
mentum balance force terms are not well understood or readily 
modelled, especially near solid surfaces. This lack of knowl
edge of detailed particle-particle interactions can be "ex
changed" for equivalent ignorance in a continuous (Eulerian) 
description of particle motion, by postulating particle-particle 
constitutive relations that are also unknown. With PIE ap
plications in mind, what are the merits and demerits of the 
two approaches and is there a clear-cut way to go? 

3. In a theory of flow-driven particle motion, it is important 
to account for the effects of random fluid velocity fluctuations, 
especially near solid surfaces, for PIE applications. How do 
particles with large momentum equilibrium numbers "filter 
out" the effects of the turbulent flow field acting upon them, 
and what are the pratical implications for PIE? 

4. Do appropriate experimental or theoretical relations exist 
for predicting the drag, Magnus and Saffman forces acting on 
particles immersed in highly unsteady turbulent flows near 

National industrial competitiveness is the historical artifact 
of a large number of parameters, i.e., national monetary/ 
fiscal/regulatory policies, quantity and quality of capital 
equipment, quality of management, worker effectiveness [ed
ucation, motivation, union regulations], worker standard of 
living/labor rate, foreign competition [technology level, labor 
rate, governmental policies] and the rate of technological 
change/innovation. 

The present remarks will focus upon the latter issue namely, 
technological change in the civilian sector, a subject of direct 
interest to the engineering community. It should be stressed 
that although technological change, often termed the "fuel of 
a nation's economic engine," is a major element in the com
petitiveness equation, it is only one such element. Technology 
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solid surfaces? In this regard, what are the current major 
experimental limitations in PIE, especially in relation to fluid 
mechanics effects? 

5. What are the conditions for which particle-particle in
teractions near a solid surface must be properly accounted for 
in a theory purporting to model PIE at high particle concen
trations, and how do these conditions change as a function of 
distance from the surface? 

6. Under repeated impaction the topography of an eroding 
solid surface evolves randomly with time. This affects the 
motions of fluid and particles near the surface as well as the 
dynamics of particle-particle and particle-surface interactions. 
Given the stochastic nature of this phenomenon, could fractal 
theory be usefully applied to describe the time evolution of an 
eroding surface? 

7. Experimentally determined particle restitution coeffi
cients currently play an important role in, for example, pre
dicting erosion in turbomachinery equipment. Given that these 
coefficients are highly dependent on the material pairs involved 
and that they cannot be determined with high accuracy or 
precision, especially when particle fragmentation takes place, 
how accurate and generally applicable are the models that are 
based on the use of these coefficients? 

8. How do temperature gradients near solid surfaces affect 
particle motion and, therefore, PIE? 

These few questions are submitted in the hope of stimulating 
further thought and technical advances in this very important 
subject area. 
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advances can be utilized to enhance product quality, features/ 
characteristics and production efficiency. 

Technological advances in the marketplace are a result of: 
(a) basic and applied product research, (6) process [e.g., 
production technology] research, and (c) the application of 
this research to product design and production thereof. During 
the nearly half century subsumed by the cold war, the primary 
focus of advanced research in the U.S. was military in nature. 
Also much of the U.S. civilian-related research tended to focus 
upon product rather than upon improvements in process/pro
duction technology. These trends are the reverse of those in 
nations, such as Japan, which are considered to be highly 
competitive. That is, much of their research is related to civilian 
products and their production technology. 

It should be noted that a necessary key to the success of 
such an approach is the exploitation of "offshore" [out of 
country] product-related research to the maximum extent pos-
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and that they cannot be determined with high accuracy or 
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how accurate and generally applicable are the models that are 
based on the use of these coefficients? 

8. How do temperature gradients near solid surfaces affect 
particle motion and, therefore, PIE? 

These few questions are submitted in the hope of stimulating 
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sible. Currently, two-thirds of the planet's R&D of all types 
is conducted outside the U.S., therefore it is in our best interests 
to utilize this out-of-country research far more than we have 
thus far. There are several obvious examples such as the VCR 
where the basic product research was conducted in one country 
[e.g., in this case the U.S.] and innovated [produced/marketed] 
via process research and development in another country [e.g., 
Japan]. 

A contributory factor as to whether a nation is strong in 
basic or applied [product and/or process] research is the re
search value system of the university community. Historically, 
in the U.S. since the 50's much of university engineering re
search has been government-supported and usually dealt with 
basic issues connected with product rather than process. Sev
eral of the "competitive" countries tend to promote industrial 
or combined government/industrial funding of university re
search with an emphasis upon process/innovation/engineering 
as opposed to basic science/research. 

Another technological competitiveness issue concerns the 
spectrum of research [both product and process related] in 
terms of "great leaps forward" on the one hand and evolu
tionary, step-by-step improvements on the other. Obviously 
research should be conducted across the entire spectrum. The 
U.S. has in the past tended toward trying to take "leaps," 
sometimes to the detriment of more evolutionary activities. 
The U.S. is attempting, with the aid of "Total Quality Man
agement," to address the need for an increased emphasis on 
evolutionary activities. 

What then can a nation do to increase the contributions 
which its technology makes to the national [economic] com
petitive position? Information available thus far indicates that 

the answer to this question is multi-faceted and involves a 
balanced set of civilian-related research activities which in
clude: 

1. University and national laboratory research, funded by 
industry/government consortia, which covers the spectrum 
from basic research through production/application, for both 
product and process along with a workable system to "protect' ' 
the results. 

2. Maximum utilization of offshore, out-of-country re
search. 

3. Inclusion of the spectrum of activities from near term, 
evolutionary innovative product and process improvement [in
cluding quality enhancement] to further term, "great leaps 
forward." 

In the current information age, basic research results, which 
are usually not "protected," are very rapidly communicated 
across the globe and therefore seldom provide competitive 
advantage to the originating country. Major advantages accrue 
from product and process advances which provide improve
ments in quality and reduced production costs. Such advances 
can be patented and become "intellectual property" which will 
then be protected. However, such protection will be only tran
sitory. A technological culture is required which emphasizes a 
continuous striving for improvement in what is becoming a 
very competitive world economy to the extent that the term 
"economic warfare" is sometimes utilized. As stated previ
ously, technology level [product and process] is only one of 
the elements which must be worked to improve a nation's 
competitive posture, but it is an area upon which we as en
gineers can have a direct impact. 
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Fluid Dynamics of Sprays—1992 
Freeman Scholar Lecture 
Various theoretical and computational aspects of the fluid dynamics of sprays are 
reviewed. Emphasis is given to rapidly vaporizing sprays on account of the richness 
of the scientific phenomena and the several, often disparate, time scales. Attention 
is given to the behavior of individual droplets including the effects of forced con
vection due to relative droplet-gas motion, Stefan convection due to the vaporization 
or condensation of the liquid, internal circulation of the liquid, interactions with 
neighboring droplets, and interactions with vortical eddies. Flow field details in the 
gas boundary layer and wake and in the liquid droplet interior are examined. Also, 
the determinations of droplet lift and drag coefficients and Nusselt and Sherwood 
numbers and their relationships with Reynolds number, transfer number, Prandtl 
and Schmidt numbers, and spacing between neighboring droplets are extensively 
discussed. The spray equations are examined from several aspects; in particular, 
two-continua, multi-continua, discrete-particle, and probabilistic formulations are 
given. The choice of Eulerian or Lagrangian representation of the liquid-phase 
equations within these formulations is discussed including important computational 
issues and the relationship between the Lagrangian method and the method of 
characteristics. Topics for future research are suggested. 

1 Introduction 
A spray is one type of two-phase flow. It involves a liquid 

as the dispersed or discrete phase in the form of droplets or 
ligaments and a gas as the continuous phase. There are many 
occurrences of spray phenomena in power and propulsion ap
plications, industrial applications, and nature. A dusty flow 
is very similar to a spray except that the discrete phase is solid 
rather than liquid. Bubbly flow is the opposite kind of two-
phase flow wherein the gas forms the discrete phase and the 
liquid is the continuous phase. Generally, the liquid density is 
considerably larger than the gas density, so bubble motion 
involves lower kinematic inertia, higher drag force, and dif
ferent behavior under gravity force than droplet motion. 

The fluid dynamics of sprays is a rapidly developing field 
of broad importance. There are many interesting applications 
of spray theory related to power, propulsion, heat exchange, 
and materials processing. Important and intellectually chal
lenging fluid dynamic phenomena can occur in many different 
ways with sprays. On the scale of an individual droplet in a 
spray, boundary layers and wakes appear due to relative mo
tion between the droplet center and the ambient gas. Other 
complicated and coupled fluid dynamic factors are abundant: 
shear-driven internal circulation of the liquid in the droplet, 
Stefan flow due to vaporization or condensation, flow mod
ifications due to closely neighboring droplets in the spray, 
hydrodynamic interfacial instabilities leading to droplet shape 
distortion and perhaps droplet shattering, and droplet inter-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
November 20, 1992; revised manuscript received February 18, 1993. Associate 
Technical Editor: D. P. Telionis. 

actions with vortical structures in the gas flow (e.g., turbu
lence). On a much larger and coarser scale, we have the 
complexities of the integrated exchanges of mass, momentum, 
and energy of many droplets in some subvolume of interest 
with the gas flow in the same subvolume. The problem is 
further complicated by the strong coupling of the phenomena 
on the different scales; one cannot describe the mass, mo
mentum, and energy exchanges on the large scale without de
tailed knowledge of the fine-scale phenomena. Note that in 
some practical applications, these scales can differ by several 
orders of magnitude so that a challenging subgrid modeling 
problem results. 

The author's research interests have focused on the theo
retical and computational aspects of the spray problem. There
fore, this review will emphasize those aspects. Major, but not 
total attention, will be given to the research of the author and 
his co-workers. Also, detailed consideration will be given to 
applications where the mass vaporization rate is very large 
since this is the most complex situation and therefore its cov
erage leads to the most general formulation of the theory. In 
particular, as the vaporization rate increases, the coupling be
tween the two phases becomes stronger and, as the droplet 
lifetime becomes as small as some of the other characteristic 
times, the transient or dynamic character of the problem 
emerges in a dominant manner. 

The fast vaporization rate is especially prominent in situa
tions where the ambient gas is at very high temperatures (of 
the order of 1000 K or higher). Combustion with liquid fuels 
is the most notable example here. The spray combustion regime 
is a most interesting limiting case of the more general field of 
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thermal and dynamic behavior of sprays. In the high temper
ature domain, rapid vaporization causes droplet lifetimes to 
be as short as the time for a droplet to heat throughout its 
interior. It can be shorter than the time for liquid-phase mass 
diffusion to result in the mixing of various components in a 
multicomponent liquid. The combustion limit is inherently 
transient from the perspective of the droplet, richer in terms 
of scientific issues, and more challenging analytically and nu
merically than low temperature spray problems. 

The spray problem is complicated by the presence of spatial 
temperature and concentration gradients and internal circu
lation in the liquid. Interaction amongst droplets is another 
complication to be treated. 

There is a great disparity in the magnitudes of the scales. 
Liquid-phase mass diffusion is slower than liquid-phase heat 
diffusion which, in turn, is much slower than the diffusion of 
vorticity in the liquid. Transport in the gas is faster than trans
port in the liquid. Droplet diameters are typically of the order 
of a few tens of microns to a few hundreds of microns in 
diameter. Resolution of internal droplet gradients can imply 
resolution on the scale of microns or even on a submicron 
scale. Combustor or flow chamber dimensions can be five or 
six orders of magnitude greater than the required minimum 
resolution. Clearly, subgrid droplet vaporization models are 
required to make progress on this problem. 

Experiments have been successful primarily in resolving the 
global characteristics of sprays. The submillimeter scales as
sociated with the spray problem have made detailed experi
mental measurements very difficult. If an attempt is made to 
increase droplet size, similarity is lost; droplet Reynolds num
ber can be kept constant by decreasing velocity but the Grashof 
number grows implying that buoyancy becomes relatively more 
important. Also, Weber number decreases as droplet size in
creases; surface tension becomes relatively less important and 
the droplet is more likely to acquire a nonspherical shape. 
Modern nonintrusive laser diagnostics have made resolution 
possible on a scale less than one hundred microns so that, in 
recent years, more experimental information has been ap
pearing. Nevertheless, theory and computation have led ex
periment in terms of resolving the fluid dynamical 
characteristics of spray flows. 

In Section 2, we shall discuss the vaporization of individual 
droplets and study the phenomenon on the scale of the droplet 

diameter. The theoretical models and correlations of com
putational results for individual droplets can be used to de
scribe exchanges of mass, momentum, and energy between the 
phases in a spray flow. The spray with its many droplets is 
examined in Section 3. Much of the results presented in Sections 
2 and 3 can be helpful in engineering practice. Some of the 
information already appears in computational codes; modi
fication of the codes to address more recent advances should 
not be difficult. One shortcoming, of course, is the limited 
experimental verification as previously discussed. Interactions 
amongst a few droplets and their effects on the modification 
of the theory are discussed in Section 4. Turbulence-droplet 
interactions are briefly surveyed in Section 5. Concluding re
marks are stated in Section 6. The spray discussion of Section 
3 precedes the topics of Sections 4 and 5 because droplet-
droplet interactions and turbulence-droplet interactions have 
not yet been fully integrated into a comprehensive spray theory. 
These interaction studies are still active research domains and, 
so far, little application to engineering practice has occurred. 
Due to length limitations on this article, several important areas 
of spray phenomena are not discussed. Excluded examples are 
primary and secondary atomization, slurry sprays, and radia
tion-droplet interactions. 

2 Theory of Isolated Droplet Vaporization, Heating 
and Acceleration 

The vaporizing droplet problem is a challenging, multidis-
ciplinary issue. It can involve heat and mass transport, fluid 
dynamics and chemical kinetics. In general, there is a relative 
motion between a droplet and its ambient gas. Here, the general 
aerodynamic characteristics of pressure gradients, viscous 
boundary layers, separated flows, and wakes can appear for 
the gas flow over the droplet. Reynolds number based upon 
the relative velocity, droplet diameter, and gas-phase properties 
is a very important descriptor of the gaseous flow field. Internal 
liquid circulation, driven by surface shear forces, is another 
important fluid dynamic feature of the droplet problem. 

These flow features have critical impact on the exchanges 
of mass, momentum, and energy between the gas and liquid 
phases. They are important for both vaporizing and nonva-
porizing situations. The vaporizing case is complicated by re
gressing interfaces and boundary layer blowing. 
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Sherwood number 
Schmidt number 
time 
temperature 
velocity 
free stream velocity 
velocity in the argument of 
distribution function 
volume in eight-dimen
sional phase space 
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There is interest in the droplet vaporization problem from 
two different aspects. First, we wish to understand the fluid 
dynamic and transport phenomena associated with the tran
sient heating and vaporization of a droplet. Second, but just 
as important, we must develop models for droplet heating, 
vaporization, and acceleration that are sufficiently accurate 
and simple to use in a spray analysis involving very many 
droplets. The first goal can be met by examining both ap
proximate analyses and finite-difference analyses of the gov
erning Navier-Stokes equations. The second goal can only be 
addressed at this time with approximate analyses since Navier-
Stokes resolution for the detailed flow field around each drop
let is too costly in a practical spray problem. However, cor
relations from Navier-Stokes solutions provide useful inputs 
into approximate analyses. 

Introductory descriptions of vaporizing droplet behavior can 
be found in Chigier (1981), Clift et al. (1978), Glassman (1987), 
Kanury (1975), Kuo (1986), Lefebvre (1989), and Williams 
(1985). Useful research reviews are given by Faeth (1983), Law 
(1982), and Sirignano (1983). 

In developing the study of the gas flow field surrounding the 
droplet and of the liquid flow in the droplet, certain assumptions 
are employed. Small Mach number is considered so that kinetic 
energy and viscous dissipation are negligible. Gravity effects, 
droplet deformation, radiation, Dufour energy flux, and mass 
diffusion due to pressure and temperature gradients are all 
neglected. (Note, however, that thermophoresis can affect the 
transport rates for submicron particles: e.g., soot.) The mul-
ticomponent gas-phase mixture is assumed to behave as an ideal 
gas. Phase equilibrium is stated at the droplet-gas interface. 
Gas-phase density and thermophysical parameters are generally 
considered variable, unless otherwise stated. Liquid-phase vis
cosity is generally taken as variable in the finite-difference cal
culations but density and other properties are typically taken 
to be constant. The basic equations governing the gas flow are 
the Navier-Stokes equations for a viscous, variable density, and 
variable properties multicomponent mixture. The liquid-phase 
primitive equations are the incompressible Navier-Stokes equa
tions; however, the stream-function, vorticity axisymmetric for
mulation is typically employed. These equations are described 
in general form by Williams (1985) and in boundary layer form 
by Chung (1965). Useful descriptions of the Navier-Stokes equa
tions for single component (variable density and constant den

sity) flow can be found in many reference books. Landau and 
Lifshitz (1987), Howarth (1964), Sherman (1990), and White 
(1991) are recommended. The formulation for the gas and the 
liquid phases of the axisymmetric droplet problem complete 
with boundary, interface, and initial conditions can be found 
in Chiang (1990). 

In the limiting case where there is no relative motion between 
the droplet and the gas, a spherically symmetric field exists 
for the gas field surrounding the droplet and for the liquid 
field. If a small relative velocity occurs, the droplet acceleration 
becomes so large that the relative velocity between the droplet 
and the surrounding gas immediately goes to zero. Therefore, 
in this limit, relative velocity remains negligible even as the gas 
velocity varies. Here, the fluid motion is reduced to a Stefan 
convection in the radial direction. Although our major interest 
will be in the forced convection case, it is helpful to discuss 
briefly this spherically symmetric case. All of the important 
issues in this case will also appear in the more general case. 

2.1 Spherically-Symmetric Droplet Vaporization and 
Heating. Consider the case where a spherical droplet vapor
izes with a radial flow field in the gas-phase. The vapor from 
the droplet convects and diffuses away from the droplet sur
face. Heat conducts radially against the convection toward the 
droplet interface. At the droplet surface, the heat from the gas 
partially accommodates the phase change and the remainder 
conducts into the liquid interior, raising the liquid temperature 
at the surface and in the interior of the droplet. This type of 
convection is named Stefan convection. In case of conden
sation, the Stefan convective flux becomes negative. 

In some cases, the reactant vapor, diffusing away from the 
vaporizing droplet, can mix in the gas film with the other 
reactant, diffusing from the ambient gas, and react in an ex
othermic manner. The energy source enhances the droplet heat
ing and vaporization. This can happen with a fuel droplet 
vaporizing in an oxidizing environment if the reaction time is 
not longer than the film diffusion time; otherwise, a flame 
must envelop many droplets if it is to occur. See Sirignano 
(1983). 

The liquid does not move relative to the droplet center in 
this spherically symmetric case. Rather, the surface regresses 
into the liquid as vaporization occurs. Therefore, heat and 
mass transfer in the liquid occur due only to diffusion with a 

Nomenclature (cont.) 

V = 
w = 
W = 
x = 
y = 

Y = 
z = 

liquid volume 
chemical reaction rate 
molecular weight 
spatial coordinate 
normal coordinate in 
boundary layer 
mass fraction 
spatial coordinate 

Greek Symbols 

a = thermal diffusivity 
/3 = Shvab Zeldovich variables 
5 = distance ratio in Section 3 
5 = upstream distance for ap

plication of boundary con
dition 

e = species flux fraction 
e = correction in Section 3 for 

application of ambient con
ditions 

•q = Blasius coordinate 
6 = void volume fraction 

v 

P 
7 

TH 

TL 

T* 

<P 
X 

^ 
¥ 

thermal conductivity 
dynamic viscosity 
stoichiometric coefficient 
(mass of fuel per mass of 
oxygen) 
density 
nondimensional time 
droplet heating time 
droplet lifetime 
droplet heating time with 
uniform temperature 
normalized streamfunction 
generic variable 
ratio of effective thermal 
diffusivity to thermal diffu
sivity 
liquid volume fraction 
stream function 
velocity 

Subscripts 
0 = initial condition 

oo = conduction at infinity 

eff 
F 
H 

i 

J 
e 

L 
I 

M 
n,p 

N 
O 
P 
P 
s 

wb 

= 
= 
= 

= 

= 
= 
= 
= 
= 

= 
= 
= 
= 
= 
= 

effective value 
vapor or fuel vapor 
related to thermal transfer 
index for vectorial compo
nent, index for species 
component 
index for vectorial compo
nent 
edge of boundary layer 
lift 
liquid 
related to mass transfer 
integers for numerical mesh 
points 
nitrogen 
oxygen 
particle 
product 
droplet surface condition 
wet bulb 

Superscript 
k = index for droplet group 
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moving boundary but without convection. Here, we present 
the spherically symmetric isolated droplet equations. A quasi-
steady assumption is made for the gas phase because diffusion 
of heat and mass in the gas is relatively fast compared to the 
liquid; this assumption weakens as we approach the critical 
pressure. 

Continuity 

— (pur ) = 0 or pur = constant = — 
dr 47T 

Energy 

dr 
(pur2h) 

dr 
\r2 

dr 
= -pr QwF 

(1) 

(2) 

(3) 

(4) 

(5) 

Vapor Species Conservation 

d , d ( ,dY, 
L(YF)=-{pur2YF)--[pDr2-^)=PrwF 

Oxygen Species Conservation 

L(YQ)= pr2w0 = pr2wF/v 

Nitrogen Species Conservation 

L(YN)=0 

Product Species Conservation 

L(Yp)=-pr2wF\~A or YF+Y0+YN+YP=l (6) 

In these equations, we assume very low Mach number (and 
therefore uniform pressure) and neglect Soret and Dufour ef
fects and radiation. Also, we assume Fickian mass diffusion, 
Fourier heat conduction, and one-step chemical kinetics. In 
the limit of no chemical reaction, YP- 0 and vvF= 0. Equations 
of state for p and h are also prescribed; in particular, a perfect 
gas is usually considered. 

Typically, ambient conditions at r=<x> are prescribed for 
Y0, YN, YF, YP, and T. Interface conditions are also prescribed 
at the droplet surface. Temperature is assumed to be contin
uous across the interface. Phase equilibrium is assumed at the 
interface typically by the use of the Clausius-Clapeyron rela
tion. Mass balance at the interface is imposed for each species. 

m .dY, 
dr 

= — SiF, i = O.F, N , P 
4ir 

(7) 

where 5iF is the Kronecker delta function. 
For nonvaporizing species, radial convection and diffusion 
cancel each other. The right-hand side is nonzero only for the 
vaporizing species. 

The energy balance at the interface equates the difference 
in conductive fluxes to the energy required to vaporize the 
liquid at the surface. 

,dt\ 
\R-

df\ 
\,R2 

dr 
m m 

4TT 4ir 
(8) 

where Leff is an effective latent heat of vaporization. 
In considering Eqs. (1) through (6), it should be realized 

that density is immediately related to temperature through an 
equation of state. Therefore, Eq. (1) can be considered to 
govern the radial gas velocity. Equations (2) through (6) are 
the second-order differential equations governing five quan
tities: temperature and the four mass fractions. Ten boundary 
or matching conditions would normally be required. We have 
a total of twelve conditions: five ambient conditions for the 
five quantities, five interface conditions given by Eqs. (7) and 
(8), a phase equilibrium condition at the interface, and a con
tinuous temperature condition at the interface. Apparently, 
two extra conditions are presented that are needed because the 
problem has an eigenvalue character. The vaporization rate 
m and the heat entering the liquid phase 4TT\IR2 (dT/dr)t,s are 

unknown a priori. This means that, if Ts were known, the gas-
phase problem could readily be solved without examining the 
details of the liquid phase. Another valid viewpoint is that, if 
the heating rate of the liquid were known, the gas-phase prob
lem including the interface temperature could be readily de
termined without consideration of the liquid-phase details. 
However, in the general problem, neither the surface temper
ature nor the liquid heating rate are known a priori. An analysis 
of heat diffusion in the liquid phase is required in order to 
provide an additional relationship between the liquid heating 
rate and the interface temperature. 

In the special case of very fast chemistry, constant specific 
heat and unitary Lewis number (pD = \/cp) for the gas-phase, 
the gas-phase equations can be reduced to certain algebraic 
relations. 

w = 4ir 
dr 

pDr* 
log(l+fi) (9) 

where 

B = 
hO0-hs+ vQY0oo v YQCO + YR 

1-YF, 
(10) 

Note that YFs is a function of Ts through the phase equilibrium 
relation. Therefore, Eqs. (8) and (10) relate interface temper
ature to liquid heating rate. When heating rate becomes zero, 
Leff = L, and Eq. (10) yields the wet bulb temperature for the 
droplet. 

In the special case under consideration, it is convenient to 
present the solution in terms of Shvab-Zeldovich variables 13 
which satisfy L(/3) =0 . In particular, we have 

fi^Y0- YF/v; p2^Y0+ YP/(\ + v); 

fa=Y0 + h/vQ\ /34=rN 

It is found that Eqs. (2) through (6) yield 

(ID 

j8-/3,»~exp 
m f dr 

4*J f PD(r'Y 
(12) 

In the limit of negligible Stefan convection, the first derivative 
terms in Eqs. (2) through (6) can be neglected yielding 

fl-ft. 
dr' 

"4irJr pD(r')2 (13) 

Note that the same result can be found by a series expansion 
of Eq. (12) whereby the first term in the expansion gives the 
results with neglected Stefan flow. The constants of propor
tionality in Eqs. (12) and (13) are different for each of the 
four (3 functions and are determined from the interface con
ditions. 

Equation (12) indicates a monotonic behavior with radius 
for the (3 functions. In the case where no exothermic reaction 
occurs in the gas film, a monotonic behavior for temperature 
and vapor mass fraction results. With chemical reaction, we 
have a peak in temperature and in product concentration oc
curring at the flame position. An infinitesimally thin flame 
assumption leads to certain simplifications in the determination 
of the profile in the reaction case. Without the thin flame 
assumption, the reacting case requires the integration of Eq. 
(4) coupled with Eqs. (11) and (12). 

For very fast oxidation chemical kinetics, the reaction zone 
reaches the limit of zero thickness. Then (3]= Yo and YF=0 
outside of the flame zone while /3i = - YF/v and Yo = 0 inside 
the flame zone and YF= Yo = 0 at the flame zone. Now, de
terminations of YP and 7*from Eqs. (11) and (12) readily follow 
once the surface temperature is determined from the coupled 
liquid-phase solution. 

The position of the flame zone can be determined for the 
thin flame case as 
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Fig. 1 Temporal and spatial variations of liquid temperature for spher
ically symmetric droplet vaporization. Temperature versus nondimen-
sional radial coordinate for fixed fraction of droplet lifetime (or fixed 
vaporized fraction of original mass). 

log 

1 
R 

l + vY0o 

l-YFs 

log(l + Y0a 

(14) 

Now, the solution of the equation for heat diffusion through 
the liquid phase can be considered to provide the necessary 
relation between the interface temperature and the liquid heat
ing rate. That equation is written in spherically symmetric form 

dT, 

dt = at 

3^7} 

dr2 
237} 
r dr 

(15) 

The time derivative is considered in the liquid phase although 
it is neglected in the gas phase because the liquid thermal 
diffusivity at subcritical conditions is much smaller than the 
gas-phase diffusivity. Gas-phase time derivatives are retained 
at near critical and supercritical conditions. In the most general 
case, Eq. (15) can be solved by finite-difference techniques 
although approximate techniques (Law and Sirignano, 1977; 
Sirignano, 1983) have been employed. The coupled solutions 
of Eqs. (11), (12), and (15) yield the final results. 

The liquid heating time rH is defined as the time required 
for a thermal diffusion wave to penetrate from the droplet 
surface to its center and is of the order of R\/at= pf(R\/\t. 
From Eq. (9) with a constant value of pD and from a rela
tionship between the initial liquid droplet mass and its initial 
radius, the droplet lifetime TL can be estimated as pfil/ 
[2pDlog(\ +B)]. The ratio of heating time TH to lifetime TL is 
estimated by 

2 * = ^ i o g ( l + 2 » ) = 2 £ e > l o g ( l + B ) 
TL Af Af Cp 

(16) 

The most interesting effect appears through the temperature 
dependence of the parameter B. The transient behavior is found 
to persist over a large portion of the droplet lifetime when the 
ambient temperatures are high, especially for higher molecular 
weight liquids. 

Typical results from Law and Sirignano. (1977) for the liquid-
phase temperature are found in Fig. 1 which portrays a thermal 
wave diffusing from the droplet surface toward its center. The 
surface regression is shown in Fig. 2. 

There are several special cases of interest. In the first case, 
we consider that the droplet heating time is short compared 
to the lifetime. This implies that the droplet interior is quickly 
heated since a thermal wave diffuses from the droplet surface 
to its center in a short time compared to the lifetime. As a 
consequence, a nearly uniform liquid temperature is estab
lished quickly. Many authors have employed the simplifica
tions of this case, sometimes beyond its range of validity. See 
Law (1976) and El-Wakil et al. (1956), for example. Equation 
(16) shows that this case can occur if X « X f , ct«cp, or B is 

TO' 

Fig. 2 Comparison of four models for spherically symmetric droplet 
vaporization. Nondimensional radius squared versus nondimensional 
time. 

small. Ambient temperatures of a few hundred degrees cen-
trigrade can lead to a small B value. 

For this case, further classification can be made with regard 
to the temporal behavior of the liquid temperature. Equation 
(15) can be integrated over the droplet volume accounting for 
the zero gradient at the droplet center and for the regressing 
surface. Furthermore, it can be assumed in this case that sur
face temperature is approximately equal to the volumetric av
erage liquid temperature. As a result, we have that the heat 
flux entering the liquid is 

qt=mcf dt 
(17) 

where m is the instantaneous droplet mass, Tt is the average 
liquid temperature, and q(=4irR2\t (dT/dr)(tS. This indicates 
that the liquid temperature would continue to rise until the 
heat flux q, became zero, i.e., the wet bulb temperature Twb 

is reached. The characteristic time r* for this heating depends 
upon the magnitudes of the thermal inertia mc( and the heat 
flux qt. There can be shown to be two possibilities; either r* < TH 

or ,T*>TH for Eq. (17). However, if T*<TH, Eq. (17) is not 
valid because the temperature remains nonuniform on that 
time scale. Equation (17) is only valid and interesting if T* > TH. 

An estimate for T* can be obtained by using Eqs. (8) and 
(10) to yield qr which is then substituted in Eq. (17). In par
ticular, qt is represented by a truncated Taylor series expansion 
about the wet bulb temperature point. The result is 

TH 

IX, 
= 3 X 

1 
\ + vYQa log 

1 - F B 

vYQa,+ YF: 

l-YFs + —-3 
L2 YFs/l + xFooo 

CpR TL
S\\- Y, 

(18) 

where YFs is evaluated at the wet bulb temperature. A Clausius-
Clapeyron relationship has been assumed to describe phase 
equilibrium. Furthermore, it can be shown from Eqs. (8) and 
(10) that, at the wet bulb temperature, 

hx-hwb + vQY0a -vY0a 

ha-hwb + vQY0a 
(19) 

1 + 

which can be substituted above. 
It can be concluded that the characteristic time T* is bounded 

below by a quantity of order TH- Therefore, this case can be 
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divided into two subcases. In one situation, the wet bulb tem
perature is reached in a time of the same order of magnitude 
as the heating time which is very short compared to the lifetime. 
Here, liquid temperature can be considered constant with 
Ltf[ = L. Then, Eqs. (9) and (10) and the phase equilibrium 
relation for YFs(Ts) immediately yield the vaporization rate 
m and the droplet temperature Ts= Twb. When pD is constant, 
integration of Eq. (9), where m-4irRipi/i, yields the well-
known d2 law. That is, 

(R/R0)
2=l-t/TL (20) 

Note that the previously given estimate for TL is exact here 
with B calculated using Leff = L. 

The second subcase involves a characteristic time r* sub
stantially larger than rH and perhaps comparable to TL. This 
requires the integration of Eq. (17) (coupled with Eq. (10) that 
relates qL to Tt= Ts). The results for such an integration are 
shown in Fig. 2. The use of an average temperature tends to 
underestimate the surface temperature during the early va
porization period because the thermal energy is artificially 
distributed over the droplet interior. As a result, the early 
vaporization rate for this subcase is less than found in the 
general case by solving the diffusion equation (15). However, 
because the surface temperature is artificially low at first, more 
heat enters the droplet and ultimately it vaporizes faster than 
the general case as shown in Fig. 2. 

Another interesting case occurs when the heating time is 
much longer than the lifetime. Then, a thin thermal layer is 
maintained in the liquid near the surface; the regression rate 
is too large for the thermal wave to penetrate faster than the 
regressing surface. This case can occur if Xf is small or if ct or 
B is large. Very large ambient temperatures of a few thousand 
degrees Kelvin can lead to this situation. The thin thermal layer 
can be considered quasi-steady so that the conductive heat flux 
through the surface balances the liquid convective rate toward 
the surface. (Convection here is measured relative to the re
gressing surface.) We have therefore the approximation that 

V z r ) =PtUlcl(Ts-Tt0) or LsSS = L + Ci{Ts-Tlo) ^\) 

Equations (10) and (21) together with the phase equilibrium 
relation yield Ts (which here is constant with time). Then Eq. 
(9) yields m and subsequently R(t). Since Lerf is here a constant 
with larger positive value than L, another d2 relationship results 
but with a lower absolute value of the slope on a time plot. 
Equation (17) can be employed with TL now calculated using 
Eq. (18). 

The two d -law results are also plotted in Fig. 2 for the 
purpose of comparison with the general case. The general case 
is the only one of the three cases discussed so far that considers 
an initial transient. The first (well-known) tf2-law neglects the 
initial thermal diffusion across the droplet interior while the 
other c?2-law neglects the initial diffusion across the thin layer. 

Note that the droplet lifetimes vary little from model to 
model in Fig. 2. However, the local slope of the curves (related 
to instantaneous vaporization rates) do vary more significantly. 
This variation implies that the vaporization rate as a function 
of spacial position for a droplet moving through a volume can 
depend significantly upon the particular model. 

There are various complications that occur when a multi-
component liquid is considered (Landis and Mills, 1974 and 
Sirignano and Law, 1978). Different components vaporize at 
different rates, creating concentration gradients in the liquid 
phase and causing a liquid-phase mass diffusion. The theory 
requires the coupled solutions of liquid-phase species conti
nuity equations, multicomponent phase equilibrium relations 
(typically Raoult's law), and the gas-phase multicomponent 
energy and species continuity equations. Liquid-phase mass 
diffusion is commonly much slower than liquid-phase heat 

diffusion so that thin diffusion layers can occur near the surface 
especially at high ambient temperatures where the surface 
regression rate is large. The more volatile substances tend to 
vaporize faster at first until their surface concentrations values 
are diminished and further vaporization of those quantities 
becomes liquid-phase-mass-diffusion controlled. 

Liquid-phase mass diffusion also becomes important at pres
sures near or above the critical pressure of the liquid even if 
it initially is a pure component. Ambient gases dissolve in the 
liquid to a significant extent as the critical pressure is ap
proached; then mass diffusion occurs in the liquid phase. It 
is noteworthy that the actual critical pressure and temperature 
vary spatially with composition. Typically, the dependence on 
composition is very nonlinear and the critical pressure for a 
mixture can be greater than the critical pressure of any com
ponent. Therefore, subcritical conditions can exist at an in
terface with a distinct discontinuity between liquid and gas 
even if the pressure is above the critical pressure of the original 
pure component in the droplet. See Sheun et al. (1992) and 
Delplanque and Sirignano (1993) for detailed analyses of these 
problems. 

The spherically symmetric droplet problem introduces many 
fundamental physical issues that remain in the problem as the 
flow field becomes more complex due to the relative motion 
between the gas and the droplet. The effects of transient heat 
conduction and mass diffusion, phase equilibrium at the in
terface, and the regressing liquid surface remain as the relative 
flow is introduced. The effects of relative motion are discussed 
in the following subsection. 

2.2 Convective Droplet Vaporization. In most applica
tions, droplets in a spray will be moving at some relative ve
locity to the surrounding. The Reynolds number based upon 
the relative velocity, droplet radius, and gas properties can be 
as large as the order of one hundred. Convective boundary 
layers and separated near wakes can therefore surround the 
droplet. For a liquid-gas (or liquid-liquid) interface, shear stress 
and tangential velocity do not generally become zero at the 
same point; the separation point is defined as the zero velocity 
point where the streamline actually leaves the surface. The 
boundary layer enhances the heat and mass transport rates 
over the values for the spherically symmetric droplet. Fur
thermore, the shear force on the liquid surface causes an in
ternal circulation that enhances the heating of the liquid. As 
a result, vaporization rate increases with increasing Reynolds 
number. 

One commonly used empirical result is the Ranz and Mar
shall (1952) correlation that corrects the spherically symmetric 
vaporization rate mss as follows: 

m = wJS(l+0.3Pr1/3Re1/2) 

This formula is based upon certain quasi-steady, constant ra
dius, porous wetted sphere experiments. A similar correlation 
is reported by Frossling (1938). Those experiments do not 
account for transient heating, regressing interface, and internal 
circulation. There is a need for more fundamental experimental 
and theoretical analyses. 

The calculations for a vaporizing droplet that is moving 
through a gas require the solution of a complex set of nonlinear 
coupled partial differential equations. The problem is inher
ently unsteady since droplet size is continually changing due 
to vaporization; relative velocity is also changing due to droplet 
drag; and temperatures are varying on account of droplet heat
ing. The problem can be considered to be axisymmetric for a 
spherical droplet. Since the boundary is moving due to droplet 
vaporization, adaptive gridding is required for finite-difference 
computations. 

The configuration to be studied for an isolated droplet is 
an axisymmetric flow as depicted in Fig. 3. Droplet can turn 
in a flow or the gas flow can change direction but typically 
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Fig. 3 Vaporizing droplet with relative gas-droplet motion and internal 
circulation 

the characteristic time for a change of vectorial direction of 
the relative velocity is long compared to the residence time for 
an element of gas to flow past the droplet. Therefore, axisym-
metry is a very good approximation. The droplet still retains 
a spherical shape provided that the Weber number remains of 
order unity or less. 

The evaluations of the vaporization rate and heating rate 
have been performed by both approximate analyses and exact 
solution of the coupled gas and liquid flow equations by finite-
difference calculations. These analyses and their results will 
be discussed in the following sections. 

Approximate Analyses for Gas-Phase Boundary Layer. 
There exist various analyses that describe the behavior of a 
quasi-steady, laminar, gas-phase boundary layer that exists at 
the interface of a droplet with Reynolds number (based upon 
relative velocity) that is larger than unity. The earliest studies 
were performed by Prakash and Sirignano (1978, 1980) for 
single component liquids and Lara-Urbaneja and Sirignano 
(1981) and Law et al. (1977) for multicomponent liquids. Prak
ash and Sirignano (1978, 1980) and Lara-Urbaneja and Sir
ignano (1981) used integral boundary layer techniques to 
analyze the gaseous flow over a vaporizing droplet surface. 
These works were the first to identify the essential physics of 
the convective droplet vaporization problem. The analyses were 
made earlier to those to be described in this subsection and 
also were more complex without offering clear advantages. 
They were not yielding as complete and as detailed information 
as the finite-difference solution of the Navier-Stokes elliptic 
flow equations. At the same time, the integral techniques were 
too complex to incorporate into extensive spray computations. 

Later analyses that will be examined more closely here were 
developed by Sirignano (1979), Tong and Sirignano (1982a, 
1982b, 1983, 1986a, 1986b), and Abramzon and Sirignano 
(1989). These analyses are strictly limited to boundary layers 
and do not predict the behavior in the near wake. Some of the 
analyses can predict the point of separation on the droplet 
surface. They use either integral techniques or local similarity 
assumptions for the analysis. Since most of the heat and mass 
transport for the Reynolds number range of interest (order 
one hundred and less) occurs before the point of separation, 
vaporization, and droplet heating rates can be well predicted. 
However, since form drag is competitive ia magnitude with 
friction drag, and drag coefficient cannot even be approxi
mated by these analyses; input is needed for these values. 

Under the assumption that the droplet Reynolds number is 
large compared to unity (but not so large that instability or 
turbulence occurs), a thin, gas-phase boundary layer exists on 
the surface of the droplet. In our application, we can reason
ably neglect kinetic energy and viscous dissipation. Also, 
Pr = Sc = 1 and one-step chemistry can be assumed following 
Tong and Sirignano. The x, y coordinates are tangent and 

normal to the droplet surface, respectively, with r representing 
the distance from the axis of symmetry. The governing equa
tions in quasi-steady form are 

Continuity 

d(pur) d(pvr) 

x-Momentum 

L u 
UP OX 

u 

ut 

Pe 

P 

dx 

d u 
+ pv — [ — 

dy 

'dy 

O 

d (u 

(22) 

due where 
dpe 

dx --peue 

due 

dx' 
(23) 

Note that ue{x) is the potential flow velocity immediately ex
ternal to the boundary layer. The/-momentum equation states 
that pressure gradients in the y direction are negligible. 

Energy 

L(h)=-QwF (24) 

Species Conservation 

HYi) = w, i = 0,F,P,N (25) 

The x-momentum equation can be further simplified as the 
ambient temperature is much higher than the surface temper
ature and the ambient velocity is much higher than the tan
gential surface velocity. The right-hand side of Eq. (23) goes 
to zero at the outer edge of the boundary layer; also, it becomes 
very small at the droplet surface. The ad hoc assumption can 
be made following Lees (1956) that the right-hand side is every
where zero because the quantity in square brackets is negligibly 
small. Note that the pressure gradient can still be nonzero; it 
is the transverse variation of the dynamic pressure that is small. 

Two interesting cases are readily studied: the stagnation 
point flow (r = x and ue = ax) and the shoulder region (8 = 
TT/2, r = R, ue=(T>/2)U<x) where the pressure gradient is zero 
and the flow locally behaves like a flat plate flow. That is, 
because the right-hand side of Eq. (23) is negligible, local 
similarity is believed to be a very good approximation. The 
well-known similarity solution 

u = ue(x)—- (77) =ue(x)f (r)) 
dt) 

is found where /(17) satisfies the Blasius equation and 

ru, \ Pdy' 
?] = — 

pejxeuer dx' 

The vaporization rate per unit area is given by 

pv)s= -Af(0) (26) 

Note that A = {2apeiie) for the stagnation point and pefie[ue/ 
2llpefiedx']yl for the shoulder region. 

Two of the three boundary conditions for the third-order, 
nonlinear ordinary different equation governing/(rj) are 

^{fl) = us/ue; ^ ( « ) = 1 
d-q di\ 

(27) 

The third boundary condition will be developed from Eq. (26) 
and requires a coupling with the solution of the energy equa
tion. 

The definitions given in Eq. (11) can be used to solve Eqs. 
(24) and (25) for the case of rapid chemical kinetics. With the 
simplified version of Eq. (23) discussed above, it can be shown 
that for all of the /3 functions 

/ 0 j ) - / ( 0 ) , 
P-- u — us 

ue — u* 
(ft- ft)=ft+"- 1 - / ( 0 ) 

- ( f t - f t ) (28) 
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Equations (24) and (25) are second-order partial differential 
equations normally associated with five boundary conditions 
at the outer edge of the boundary layer and five boundary 
conditions at the droplet surface. The ambient conditions for 
temperature (or enthalpy) and mass fractions are provided. 
Five boundary conditions at the droplet surface are given by 
conservation of energy and species mass flux as follows 

dT 
= V 

dT 

'dy 
+ pv)sL = pv)sL<: 

pv)sYFs-pD-
JYF 

dy 

and 

dY\ 
pv)sYi<s~PDj1\ =0; 

= PV)s 

i = Q,P, N 

(29) 

(30) 

(31) 

In addition, we have a phase equilibrium relation and a con
tinuity condition on the temperature at the interface. The extra 
two conditions are required because the vaporization rate (per 
unit area) pv)s and the liquid heating rate (per unit area) X, 
(dT/dy)s are not given a priori. They are eigenvalues of the 
problem. Complete determination requires the coupling with 
the heat transport problem in the liquid phase. 

From these boundary conditions, Eq. (28), and Eq. (10), we 
can develop the third boundary condition for the Blasius dif
ferential equation. We find that 

/ " (0) _1 
B 

(32) 
1/(0)] [ 1 - / ( 0 ) ] 

Actually, the Blasius function depends upon ?j, B, and us/ue 

since B and us/ue appear in the boundary conditions (27) and 
(32). So/(0) implies/(0, B, us/ue). Furthermore,/(0) is negative 
for the vaporization conditions. It can also be shown that 

df\ 
Xf— =~Af(0) 

he-hs + QvY0a 

l + vY0a 

\-YFx 
1 

(33) 

An interesting comparison is made between this convective 
case and the spherically symmetric case. Equations (26), (29), 
and (33) can be combined to reproduce an equation exactly 
like Eq. (10) except that he appears instead of hK. This dem
onstrates a great similarity in the physics of the two cases. 
Furthermore, the same formula for the wet bulb temperature 
results in the spherically symmetric case and for the stagnation 
point and shoulder region under similarity conditions. 

The flow is expected to separate shortly after the point of 
zero pressure gradient. Therefore, most of the heat and mass 
transport occurs on the forward side or the "shoulders" of 
the droplet; little occurs on the downstream side. The above 
analyses for the stagnation region and for the shoulder region 
can be used to construct a reasonable estimate for the global 
liquid heating rate and vaporization rate. 

From this analysis, Sirignano (1979) has shown that the 
Nusselt number Nu follows a certain relationship. In partic
ular, 

N u = M ! R e l / 2 B 
(34) 

where k is a positive nondimensional coefficient of order unity 
which is determined by averaging the heat flux over the droplet 
surface in an approximate manner (based upon the two local 
solutions discussed above). Again, /(0) is negative with va
porization. Also, we have the global vaporization rate via a 
similar averaging process 

m = M?[-/(0)]Re' ' (35) 

The results (34) and (35) are based upon an analysis limited 

to high droplet Reynolds number. There exists an important 
domain between the spherically symmetric case (zero Reynolds 
number case) and the thin laminar boundary layer case (high 
Reynolds number case). A more robust vaporization model 
that covers a wide range of Reynolds number is needed. This 
is especially important since a given droplet can experience a 
range of Reynolds number during its lifetime. Typically, the 
droplet Reynolds number will decrease with time as the droplet 
diameter and the relative velocity decrease. There are excep
tions to the monotonic behavior; e.g., oscillatory ambient flow 
where large fluctuations of relative velocity (including change 
in direction) can occur. 

One ad hoc method for developing a more robust model 
was presented by Abramzon and Sirignano (1989). The Nusselt 
number and the vaporization rate are each given by a composite 
of two asymptotes (zero Reynolds number limit and large 
Reynolds number limit). We have that 

Nu = 
21og(l+5) 

B 
1+: 

-/(0)] 
2 21og(l+5) 

• R e 1 

m = A-KpDR log(l+fi) 
[-/(Q)] 

2 log(l +B) 
l4: Re1 

(36) 

(37) 

Note that/(0) =/(0, us/ue, B) reaches a finite limit as B becomes 
large. The above results therefore disagree strongly with the 
Ranz-Marshall or Frossling correlations. The problems with 
those correlations are that they were developed for only a very 
narrow range of B values. 

Abramzon and Sirignano actually made two further exten
sions. First, they considered general values for Schmidt, 
Prandtl, and Lewis numbers, relaxing the unitary conditions 
and allowing for variable properties. Second, they considered 
a range of Falkner-Skan solutions to develop the average trans
port rates across the gas boundary layer on the droplet surface. 
With the definitions 

B„=-
he-h. 

Lett 

they demonstrated that 

logd+B, , ) 

and BM=-
YF?— Yp 

(38) 

Nu = 2-

Sh = 2 

BH 

log(l+BM) 

1+: 
k Pr1/3Re1/2" 

BA, 
l+: 

2 F(BH) 

k Sc'^Re1 ' 
2 F(BM) 

\R 
m = 4ir—log(l+B//) 

k Pr , /3Re1/2" 
1 + r 

2 F(BH) 

= 4irpDRlog(\+BM) 
k Sc1/3Re1/2" 

+ 2 F(BM) 
(39) 

Note that, when Pr = Sc = 1, we have that BM=BH. Otherwise, 

BH=(l+BM)"-l where a = \pF 

k Re1/2 

1 +2F(BM) 

Co Le , k Re 
1 + r 

1/2 (40) 

2 F(B„) 

A correlation of numerical results shows that 

t 0 ,7 ln(l+fl) 
F{B) = {\+B)U 

B 

(41) for Q<BH,BM<2Q and l < P r , Sc<3. 

Other approximate or asymptotic techniques have been uti
lized to solve related problems. Hadamard (1911) and Ryb-
czynski (1911) solved for the creeping flow around a 
nonvaporizing liquid droplet. Acrivos and Taylor (1962) and 
Acrivos and Goddard (1965) analyzed the heat transfer for 
this type of flow and estimated the Nusselt number. Harper 
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and Moore (1968) and Harper (1970) solved the high Reynolds 
number nonvaporizing droplet; boundary layers on both sides 
of the droplet interface were analyzed. Rangel and Fernandez-
Pello (1984) studied the high Reynolds number vaporizing 
droplet with an isothermal liquid assumption. Chung et al. 
(1984a, 1984b) and Sundararajan and Ayyaswamy (1984) stud
ied condensing droplets by perturbation and numerical meth
ods. 

In the case where many components exist in the liquid phase, 
it is necessary to track the vapor components individually as 
the species advect and diffuse through the gas phase. If there 
are n vaporizing components in the liquid, an additional n - 1 
field equations of the form of Eq. (25) and an additional n - 1 
boundary conditions of the form of Eq. (30) must be added 
to the system. Also, a phase equilibrium relationship is required 
for each component and the chemical source term in the energy 
equation (24) must be modified. 

The gas-phase equations are strongly coupled to the liquid-
phase equations through the continuity of velocity and tem
perature and the balances of mass, force, and energy. See, for 
example, Eqs. (27), (29), (30), and (32). 

Liquid-Phase Flows. The jump in shear stress across a 
liquid-gas interface equals the gradient of surface tension (Lev-
ich, 1962). Sirignano (1983) argues that generally, the tem
perature and composition variations along the surface of a 
droplet are too small to cause a significant gradient of surface 
tension. Therefore, we consider a continuity of shear stress 
across the interface. 

The liquid-phase responds to the viscous shear force at the 
interface by circulating within the droplet. Toroidal stream 
surfaces in the liquid result with low velocities. Due to the 
larger liquid density, the Reynolds number for the internal 
circulation (based upon droplet diameter, maximum liquid 
velocity, and liquid properties) can be of the same order of 
magnitude as or higher than the Reynolds number for the gas 
flow over the droplet. Peclet numbers are even higher in the 
liquid because of the large Prandtl and Schmidt numbers. Heat 
and mass transport in the liquid will therefore behave in a 
highly dissimilar fashion to the transport of momentum or 
vorticity. The analysis of the hydrodynamics in the approxi
mate models differs substantially from the analyses of heat 
and mass transport on account of the large Prandtl and Schmidt 
numbers. 

It is convenient to address the incompressible, liquid-phase 
hydrodynamics by the use of the vorticity-stream-function for
mulation. The vorticity equation can be developed by taking 
the curl of the momentum equation. For an incompressible 
fluid, we have 

JDto ? 

—- = «• VU + J>V « (42) 

In a planar flow, co and u are orthogonal. So, the first term 
on the right-hand side becomes zero in that case. Therefore, 
in the inviscid limit, the vorticity vector, co, is constant along 
a particle path. In the case of a non-swirling axisymmetric 
flow, co is always directed in the local 6 direction. Then, it can 
be shown that 

co-Vu = — e s (43) 
r 

where v is the radial component of velocity and f is the radial 
coordinate in cylindrical coordinates. In the inviscid limit, it 
follows that co//1 is constant along a particle path with mag
nitude of co/f. In the steady (or quasi-steady) liquid flow, the 
particle path is a closed streamline so that co/f is a function 
of the streamfunction \p. Note that the Prandtl number and 
the Schmidt number for a typical liquid are large compared 
to unity. Diffusion of heat and mass are slow, therefore, com
pared to diffusion of vorticity in the liquid. A quasi-steady 

hydrodynamic behavior is established in a short time compared 
to the transient time for heating or mixing. It is also assumed 
that the transient time is sufficiently short so that the hydro
dynamics instantaneously adjusts to droplet diameter changes 
resulting from vaporization. In our simplified models, quasi-
steady hydrodynamic behavior is assumed, while transient 
heating is allowed. 

The Hill's spherical vortex (Lamb, 1945; Batchelor, 1990) 
is a well-known solution of Eqs. (42) and (43) in the inviscid 
limit that also satisfies matching interface conditions with an 
external potential flow. In this special case, co/f has the same 
constant value for all values of the stream function. It has 
been shown that 

u = 5Arsmd=5AF (44) 

0= -~Ar2(R2-r2)sm26 = --Ar2(R2- (r2 + z2)) (45) 

= -\u^2(R
2~r2-z2) (46) 

Note that U is the instantaneous relative velocity between the 
droplet and the ambient gas. The maximum potential flow 
velocity at the interface is 3/2 times that value. We will not 
assume in our analysis that a potential flow exists immediately 
near the surface; rather, allowance is made for a viscous bound
ary layer. So, we consider A to be the liquid vortex strength 
and relate it simply to the maximum velocity at the liquid 
surface which can be an order of magnitude less (depending 
upon density and viscosity) than the extrapolated potential flow 
velocity value. In particular, 

A=Uum/R (47) 
Therefore, Eq. (46) is neglected when the viscous boundary 
layer is considered. Rather, Eqs. (45) and (47) are employed. 

It is convenient to define the nondimensional variables 
cA = (8\PAR4) + 1 and 5 = r/R. Then 

0=1 -4^(1 -s2)sin2e (48) 

Note that </> = 1 at the interface (s= 1) and at the center of the 
internal wake (0 = 0, 8 = IT) and that 4> = 0 at the vortex center 
(s=l/V2and0=7r/2). 

The above solution has been established effectively as a high 
Reynolds number limiting behavior. That is, the viscous term 
has been neglected in the derivation so that an inviscid solution 
for the internal liquid flow results. The low Reynolds number 
quasi-steady limiting behavior is given by the Hadamard-Ryb-
czynski solution (Hadamard, 1911; Rybczynski, 1911; Batch
elor, 1990; Lamb, 1945). There, the inertial term in both the 
surrounding gas and the interior liquid is neglected. The re
maining linear system is solved by separation of variables. The 
solution in external phase differs significantly from the high 
Reynolds number solution. The most interesting result is that 
the Hill's spherical vortex solution given by Eqs. (44), (45) or 
(48), and (47) applies for the Hadamard-Rybczynski low Reyn
olds number solution. This can be explained by the fact that 
the vector to = coes = 5Aree actually satisfies Laplace's equation, 
so that the viscous term in Eq. (42) goes to zero without as
suming zero viscosity. (Note the scalar co is not harmonic, 
however.) Viscosity only affects the value of the constant A 
through the interface matching process. Hill's spherical vortex 
solution actually applies over a wide range of Reynolds num
ber; in the vorticity equation, both the inertial (nonlinear) terms 
and the diffusion (viscous) term are individually equal to zero. 
In the original momentum equation, the viscous term balances 
exactly the pressure gradient term and the inertial (nonlinear) 
terms are identically zero. This fortuitous character is shared 
with Couette and Poiseuille flows. This low Reynolds solution 
has not been extended to the case of vaporizing droplets where 
it might provide the basis for an interesting perturbation on 
the spherically symmetric vaporization case. 
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In a large Peclet number situation, heat and mass transport 
within the droplet will involve a strong convective transfer 
along the streamline with conduction primarily normal to the 
stream surface. In the limit of zero Peclet number, only con
duction occurs. Over the full range of Peclet number, the heat 
and mass transport problems are axisymmetric and unsteady. 
With a certain coordinate transformation, the large Peclet 
number problem can be cast as a one-dimensional, unsteady 
problem. 

In place of the spherical coordinates r and &, we can use the 
streamfunction \p (a measure of distance normal to the stream-
surface) and £ (a measure of distance in the local flow di
rection). The azimuthal coordinate r\ is maintained in the 
transformation. There is no variation in the rj direction due to 
the axisymmetric and, for rapid circulation (high Peclet num
ber), the variation in the £ direction is negligible. The only 
variation therefore comes due to conduction in the \j/ direction. 
Transforming the coordinates and averaging temperature along 
the streamsurface, we find that the liquid-phase energy equa
tion becomes 

and 

b(<fr,T)=(R0/R)2gi(<fr)/gi(<t>) 

dT d 3T 
(49) 

where the following definitions have been made for integrals 
over the closed fluid path. 

FW = £V£=J_ 
uf AR 

gi(4>)and G(tf) = Kh dZ-
AR> 

(50) 

Note that h,,, h%, and hj, are scale factors of the transformation 
and «i(i/s k) is the local velocity which is tangential to the 
stream surface (Prakash and Sirignano, 1978, 1980). The dif
ferential /2frf£ is an element of length along the streamline and 
(h^/ut)d^ is a differential Lagrangian time; the cyclic integral 
F{4>) is therefore the circulation time. It can be shown that 

K(l/0=27T and 

«0 
K(</>, t)=2wRi(t)\ g, (</>')<**' (51) 

gives the volume enclosed by the stream surface y/. Note that 
here \j/ is referenced to the vortex center where its value is set 
to zero, with the maximum value at the droplet surface. Using 
4> as defined by Eq. (48), we can state that 

d4> 
V(t) = V{R(t),<t>)=V(t,<$>) and -f-

It follows that 

dT\ dT 

dt), dt L dV 

dV 

dt dT 

+ (3/R)(dR/dt)\ £ , ( t f ' W / g , ( « ) 

where gi(4>) is the derivative and 4>' is a dummy variable. 
Then Eq. (53) can be solved with proper matching conditions 

at the interface, i.e., Eqs. (30), (31), and (33) plus the phase-
equilibrium condition and continuity of temperature. A 
boundary condition at 4> = 0, the vortex center, prescribes that 
the heat flux goes to zero there. 

The liquid transient heating phenomenon with internal cir
culation then involves unsteady heat conduction from 4> = 1 
(the warm droplet surface and the warm axis of symmetry) 
toward <£ = 0 (the relatively cool vortex center). Temperature 
is a monotonically increasing function of <f> with the gradient 
diminishing with time. The limit of uniform but time-varying 
temperature results as the liquid thermal diffusivity goes to 
infinity. Contrary to earlier beliefs by some investigators, the 
uniform temperature limit does not result from infinitely rapid 
internal circulation. As shown above, infinitely fast circulation 
or infinite liquid Peclet number results in the finite temperature 
gradients becoming oriented normal to the stream surfaces. 
Note that the averaging of the temperature over the stream 
surface eliminated the convection term from Eq. (53); only 
conduction is represented therein. Furthermore, the transfor
mation from \p to 4> modified the vaporizing droplet problem 
from a moving boundary problem to a fixed boundary prob
lem. The effect of the regressing interface appears in the coef
ficient of that diffusion equation. 

It has been shown by Tong and Sirignano (1982a, 1982b, 
1983, 1985, 1986) and Sirignano (1993) that the liquid-phase 
heat diffusion equation (53) and its counterpart mass diffusion 
equation can be simplified when the change in droplet radius 
due to vaporization occurs slowly compared to changes in 
liquid temperature. Under that assumption, the nonlinearities 
introduced by the coefficients in Eq. (53) can be modified to 
give an approximate piecewise linear behavior for the equation. 
A Green's function analysis reduces the equation to an integral 
form whereby a quadrature gives the liquid temperature at any 
point as a function of the surface heat flux. An integral equa
tion results that relates surface temperature to surface heat 
flux. The Green's function (which is the kernel function in the 
integral equation) is obtained as an eigenvalue expansion. Tong 
and Sirignano (1986b) showed that the problem could be re
duced to a system of ordinary differential equations, thereby 
improving computational efficiency at a given accuracy. 

An alternative approach to the analysis of the liquid-phase 
heat diffusion was proposed by Abramzon and Sirignano 
(1989). In particular, an effective thermal diffusivity afeff was 

) _ /4> employed wherein 

^~ M a,eff=Xa f and X = 1-86+ 0.86tanh[2.2251og10(Pe,/30)] (54) 

H), 
Equation (54) results from the fitting of numerical results by 
Johns and Beckmann (1966) for mass transfer between a drop
let with internal circulation and a moving external immiscible 
liquid. The liquid-phase Peclet number, Pef, depends upon 
liquid properties, droplet radius, and the maximum liquid ve
locity. Here, a "spherically symmetric" pseudo-temperature 
field is solved using the diffusion equation 

dV 

dt 

(52) 

Combination of Eqs. (49), (50), and (52) leads to the following 
one-dimensional form of the diffusion equation 

-2 " ' r 

dt dr 

dt 

dr 
(55) 

where 

dT tj_ dlT UI± 3 7 

r = aft/R
2
0; a(cj>, T) = (R0/R)2g2(<t>)/gd<l>) 

(53) 

The use of the effective thermal diffusivity presents an accurate 
description of the characteristic heating time and thermal in
ertia of the liquid. Via Eq. (54), the effective diffusivity mon
otonically increases with the maximum liquid velocity. It is 
bounded below by the molecular diffusivity and above by 2.72 
times that finite value. It is expected therefore that the surface 
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temperature history will be portrayed with only a small error 
by this ad hoc analysis. The details of the internal temperature 
field can be grossly in error. For example, the pseudo-tem
perature will be a minimum at the center of the droplet while 
the actual temperature is a minimum at the vortical center. 

In the case of a multicomponent liquid fuel, mass diffusion 
in the liquid phase becomes important. As the more volatile 
substance is vaporized faster from the surface, more of that 
substance will diffuse from the interior of the droplet to the 
surface to vaporize. For n liquid components, «—1 liquid-
phase mass diffusion equations must be solved for n - 1 mass 
fractions; the other mass fraction can immediately be deduced 
since the mass fractions sum to unity. The mass diffusion 
equations can be placed in forms equivalent to Eq. (49) or Eq. 
(53). These equations have been solved by approximate and 
exact methods (Lara-Urbaneja and Sirignano, 1981; Tong and 
Sirignano, 1986a, 1986b; Continillo and Sirignano, 1988,1991; 
and Megaridis and Sirignano, 1991, 1992). The problem is 
especially interesting and challenging because the liquid mass 
diffusivity is typically an order of magnitude smaller than the 
liquid thermal diffusivity so that a new time scale and a greater 
degree of "stiffness" are created. 

Results From Approximate Analyses. The high Reynolds 
number, quasi-steady, gas-phase boundary-layer analysis cou
pled with the model of heat diffusion in the internal vortical 
flow gives a reasonable representation of the quantitative be
havior of the velocity and thermal fields in the gas boundary 
layer and in the liquid. Figure 4 shows results by Tong and 
Sirignano for surface temperature versus time and for tem
perature at the vortical center versus time. Spatial variations 
in the liquid temperature are seen to occur. The surface tem
perature gradually increases with time toward the wet bulb 
temperature while the lower vortical center temperature in
creases at a faster rate, thereby decreasing the spatial variance. 

Figure 5 shows that the rate of change of the radius (which is 
related to the vaporization) is slower at first and later increases, 
giving a clear indication of important transient effects. 

The gas-film model coupled with the effective liquid con
ductivity allows for coverage of a much wider range of Reyn
olds number. This ability makes the model of Abramzon and 
Sirignano more practical for use in a spray calculation, where 
even the droplets that begin with a large relative velocity and 
large Reynolds number witness a deceleration that eventually 
gives them lower values of the relative velocity and Reynolds 
number. Figures 6 and 7 show typical variations of the gas-
phase Reynolds number, liquid-phase Reynolds number, and 
liquid-phase Peclet number with time. The Peclet number 
strongly influences the effective conductivity through Eq. (54); 
it is seen that it can vary over several orders of magnitude in 
the droplet lifetime. The high Peclet number assumption that 
leads to the establishment of Eqs. (49) and (53) and the high 
gas-phase Reynolds number assumption that allows for thin 
boundary layers are not valid over the complete lifetime of the 
droplet. 

Figures 8, 9, and 10 compare droplet radius, surface tem
perature, and vaporization rate variations during the droplet 
lifetime for several liquid-phase models. The most accurate 
model is the "extended" model which yields the solution for 
the liquid-phase axisymmetric energy equation with the velocity 
field determined by the Hill's spherical vortex solution. See 
Abramzon and Sirignano (1989) for details. The effective con
ductivity model is seen to agree very well in terms of these 
results which are sufficient to give a useful coupling with the 
gas phase in spray calculations. The Abramzon and Sirignano 
model does provide a uniformly good description of the in
ternal liquid temperature; it is better at very small Peclet num
bers where its spherically symmetric structure is closer to the 
real situation. Figures 8, 9, and 10 show that the effective 
thermal conductivity model results and the actual thermal con-
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(curve 1), infinite conductivity model (curve 2), finite conductivity model 
(curve 3), and effective conductivity model (curve 4) 

ductivity model results are significantly different, implying that 
internal liquid convection is very impor tant . The infinite con
ductivity model also produces very different results. It is note
worthy that small differences in the droplet radius and surface 
temperature curves of Figs. 8 and 9 relate to much larger 
differences in vaporization rate as shown in Fig. 10. Talley 
and Yao (1986) developed a semi-empirical effective conduc
tivity model that produced good agreement with experiments. 
Fur thermore, it predicted faster liquid-phase mixing than the 
Tong and Sirignano model . 

None of these approximate models addresses the separated, 
elliptic flow region. Typically, heat and mass transfer are sub
stantially reduced in that region for the Reynolds number range 
of interest, so that the droplet heating rate and vaporization 
rate can still be predicted satisfactorily. The pressure or form 
drag is a major port ion of the total droplet drag at velocities 
above the creeping flow range. Therefore, drag coefficients 
cannot be predicted well by these models. Either correlations 
for the drag coefficients obtained from experiment or corre
lations obtained from finite difference computat ions can be 
utilized in principle as inputs to these approximate models. 
Experiments have generally only yielded correlations that do 
not account for vaporization (blowing); it is known that solid 
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sphere data, for example, results in overprediction of the drag 
if employed for vaporizing droplets. One exception is the ex
perimental work of Renksizbulut and Yuen (1983) where the 
influence of transfer number was determined. In the next sub
section, computational solution of the Navier-Stokes equation 
and derived correlations are discussed. The correlation for the 
drag coefficient can be employed in the simplified model al
though the first uses of these models preceded the availability 
of the correlation. 

Both Tong and Sirignano (1989) and Abramzon and Sir-
ignano (1989) studied the converting vaporizing droplet under 
ambient oscillatory conditions. The major conclusion is that 
oscillations of the vaporization rate have sufficiently large 
amplitude and sufficiently small phase lag with the pressure 
to be a plausible mechanism for combustion instability in rock
ets and ramjets. 

Exact Analyses for Gas-Phase and Liquid-Phase Flow. Exact 
analyses for gaseous flows over liquid droplets and internal 
liquid flows have been performed by several investigators. 
These Navier-Stokes computations resolve the inviscid flow 
outside of the boundary layer and wake, as well as the viscous, 
thermal, and diffusive layers, the recirculating near wake and 
part of the far wake. The shear-driven internal liquid circu
lation and transient heating are also resolved. Therefore, el
liptic flow regions as well as the hyperbolic and parabolic 
regions are analyzed in detail. In addition to the global and 
local heat and mass exchange between the gas and liquid (which 
is primarily determined by the solution of the parabolic flow 
regions), these computations yield the drag force on the droplet 
(which requires resolution of the elliptic near wake as well as 
the other flow regions). 

Exact calculations of the flow around and within vaporizing 
droplets serve several purposes. First, they provide detailed 
insight to the phenomena of heat, mass, and momentum trans
port for the droplet field. Second, these calculations provide 
a basis for comparison and verification of the simplified models 
that can be employed in spray calculations. Finally, the cal
culations can be made for a range of parameters yielding cor
relations for lift coefficient, drag coefficient, Nusselt numbers, 
Sherwood numbers, and other similarity parameters that can 
be employed in the simplified models. 

Generally, implicit finite difference techniques are employed 
and the gas-phase primitive variables (velocity components, 
temperature, pressure, and mass fractions) are calculated di
rectly, without transformation to other variables. The axisym-
metric, unsteady form of the governing equations is solved 
with stiff upstream boundary conditions and zero-derivative 
downstream boundary conditions. The liquid and gas flows 
are coupled at the spherical droplet surface by conditions of 
continuity on temperature, species and global normal mass 
fluxes and tangential shear force and balance of normal mo
mentum and normal heat flux. The stream-function-vorticity 
method is typically employed for the incompressible liquid. 
Chiang (1990) provides details of the most recent numerical 
methodology with adaptive nonuniform numerical grids. 

Conner and Elghobashi (1987) considered the Navier-Stokes 
solution for laminar flow past a solid sphere with surface mass 
transfer. Dwyer and Sanders (1984a,b,c) performed finite-dif
ference calculations assuming constant properties and constant 
density. Patnaik et al. (1986) relaxed the density assumption 
in their calculations but considered other properties to be con
stant. These calculations were made for a hydrocarbon fuel 
droplet vaporizing in high temperature air so that the heating 
and vaporization were highly transient. Haywood and Renk
sizbulut (1986), Renksizbulut and Haywood (1988), and Hay
wood et al. (1989) solved the problem of a fuel droplet 
vaporizing into a fuel vapor environment at moderate tem
perature and the problem of a fuel droplet vaporizing in air 
at 800 K and one atmosphere of pressure. They considered 

Nondimensional Axial Position 

Fig. 11 Gas-phase velocity vectors at nondimensional time of 25.0 and 
Reynolds number of 23.88 

Nondimensional Axial Position 

Fig. 12 Liquid-phase stream function contours at nondimensional time 
of 25.0 and Reynolds number of 23.88. Contour interval: 1.16 x 10"5 

variable properties and variable density. Chiang et al. (1992) 
extended the computational theory to high temperature and 
high pressure air environments with fuel droplets allowing for 
variable properties and variable density with multicomponent 
gaseous mixtures. They showed by comparison that the con
stant property calculations of Raju and Sirignano (1990) and 
Patnaik et al. (1986) could overpredict drag coefficients by as 
much as 20 percent. Of course, appropriate averaging of the 
properties (between free stream values and droplet interface 
values) to determine the constant property for the calculation 
could reduce the error. They also calculated the deceleration 
of the droplet accounting for the noninertial frame of refer
ence. 

The results of Chiang (1990) and Chiang et al. (1992) are 
shown in Figs. 11 through 17. Figures 11 and 12 show the 
instantaneous gas-phase velocity field and the liquid-phase 
streamlines, respectively, at a time when the Reynolds number 
is 23.88. The decrease in relative droplet-gas velocity due to 
drag and the decrease in droplet radius due to vaporization 
imply that the droplet Reynolds number is decreasing with 
time. Features such as the near-wake separation and recircu
lation and the internal liquid circulation are clearly seen. Figure 
13 shows the liquid-phase isotherms at three points in time as 
the droplet decelerates from an initial Reynolds number of 
100. High Peclet number behavior dominates in the early pe
riod but later conduction in the streamwise direction competes 
with convection. Figures 14 and 15 provide typical results for 
the drag coefficient and Nusselt number. Figure 16 shows the 
drag coefficient as a function of instantaneous Reynolds num
ber which is decreasing with time. The drag coefficient is not 
monotonically decreasing with increasing Reynolds number 
because of the dependence upon the transfer number. There 
is a weak sensitivity to the initial liquid temperature but a 
strong sensitivity to the model for droplet heating and vapor
ization. These nondimensional numbers are reduced substan
tially below the values for nonvaporizing spheres due to the 
blowing effect in the boundary layer. The contributions of the 
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Fig. 13 Transient history of droplet heating. Liquid-phase isotherms at 
three nondimensional times and corresponding instantaneous Reynolds 
number: (a) time = 0.50 and Re = 96.45; (b) time = 5.00 and Re = 76.06; (c) 
time = 25.00 and Re = 23.88 
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bient temperatures: numerical results and correlations 
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Fig. 15 Nusselt number versus nondimensional time for different am
bient temperatures: numerical results and correlations 
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Fig. 16 Drag coefficient versus instantaneous Reynolds number: dif
ferent models and initial liquid temperature 

friction drag, pressure drag, and thrust (due to vaporization) 
are compared to each other in Fig. 17. Clearly, friction drag 
is affected the most by ambient temperature and heating rate 
through the modification of the vaporization (blowing) rate. 
The impact of blowing rate (through the ambient temperature 
variation), displayed by Figs. 14 and 15, is observed to be very 
strong. 

Correlations of the numerical results have been obtained by 
Chiang et al. (1992) relating these nondimensional groupings 
to the instantaneous Reynolds number and transfer number 
B. They are: 

CD = (\+BH) 

Nu= 1.275(1+5//) 
Sh= 1.224(1 +BM) 

-0.27 24.432 

Re 0.721> 

-0.678 0.438D ,0.619 

-0.568 
Rer5Pr;.. 
T J - 0 . 3 8 5 0 0.492 (56) 

where Rem, Prm, and Sc„, are based upon average gas film 
values (except for the use of free-stream density in Rem) and 
varied from 30 to 200, 0.7 to 1.0, and 0.4 to 2.2, respectively. 
Also, BH and BM are given by Eq. (38) and cover the ranges 
0.4 to 13 and 0.2 to 6.5, respectively. These correlations are 
shown by Figs. 14 and 15 to fit the high temperature, multi-
component gas situation much better than the previously de-
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Fig. 17 Three drag coefficient components versus time for different 
ambient temperatures 

veloped (H-N-R) correlations of Haywood et al. (1989). The 
Chiang et al. correlations can be employed for gas film model 
development without use of any of the models previously dis
cussed. Note that vaporization rate can be readily related to 
Sherwood number. Model development for the liquid phase 
is still necessary since many parameters in the correlations 
introduce surface values. An alternate approach would be to 
use only the drag coefficient correlation with the approximate 
model. Under the implied condition of quasi-steady behavior 
in the gas film, the correlations describe the exchanges of mass, 
momentum, and energy between the two phases. The transient 
heating of the liquid phase must be analyzed in the simplified 
model in order to obtain the surface temperature and liquid 
heating rate for input to the transfer number which appears 
in the correlations. 

In some recent calculations for droplets near the critical 
temperature, liquid density variations are taken into account. 
Specifically, Chiang and Sirignano (1991) replaced the liquid-
phase stream function and vorticity calculations with a velocity 
and pressure calculation. In current research, a cubic equation 
of state is applied for the liquid and gas. Also, dissolving and 
diffusion of the ambient gas components in the liquid are 
considered near the critical point. 

gas which is the mass per unit volume in a volume that includes 
only gas. p is the gas bulk density which is the mass of the gas 
in a volume that includes both gas and liquid. Similarly, pf 

and pt are the material density and the bulk density of the 
liquid. Furthermore, 6 is defined as the void fraction of the 
gas which is the ratio of the equivalent volume of gas to a 
given volume of a gas and liquid mixture. Obviously, 1 - d is 
the void fraction of liquid. In our terminology, void fraction 
simply means 6.. 

It follows that 

p~ = dp and pf = (1 - 6)pt 

For very dilute sprays, 0—1 and p^p. However, because 
p f » p in typical cases, it could be poor in that limit to declare 
that p( is negligible compared to p. Note that p, will be con
sidered to be constant although pf can vary spatially and tem
porally. 

There are various types of spray calculations that can be of 
interest. A most important issue involves the length scale of 
resolution. First, there is the question of whether droplets can 
be viewed as point sources with respect to gas-phase consid
eration. This can be a valid approximation in a domain if the 
collective volume of all liquid droplets and of all of their 
immediate gas films in that domain is small compared to the 
total gas volume in that same domain. The approximation can 
fail locally in regions of dense spray even if the above criteria 
is met globally. Only in the limiting case of a spherically sym
metric transport field around the droplet does the point source 
approximation give the exact influence on the far gas field. 
We almost always make the point source approximation. 

Another issue concerns the desired resolution compared to 
the average spacing between droplets. If the resolution is smaller 
than that spacing, we must account for each droplet physically 
present in the flow. This clearly limits the total number of 
droplets that can be considered. Since droplets are considered 
here as discrete particles, a numerical method that uses an 
Eulerian scheme for the gas phase and a Lagrangian scheme 
for the liquid phase is utilized. 

If resolution on a scale larger than the droplet spacing is 
sufficient, only average droplets in each neighborhood need 
to be considered. Then, we can obviously consider domains 
that include a much larger number of droplets. Eulerian cal
culations are employed for the gas phase and either an Eulerian 
or Lagrangian scheme can be used for the dispersed liquid 
phase. The Lagrangian scheme is preferred because it reduces 
numerical error due to artificial diffusion. 

3 Spray Equations 
We will focus here on the formulation of the describing 

equations for the dynamics of a spray, considering the discrete 
phase to be strictly a liquid and the continuous phase to be 
strictly a gas. Of course, it is simple to generalize the for
mulation to include dusty flows and bubbly flows. 

The spray equations will be presented in three different but 
related constructions: the two-continua or multicontinua for
mulation, the discrete particle formulation, and the probabi
listic formulation. Both Lagrangian and Eulerian methods will 
be examined. The relationships amongst these various for
mulations and methods will be emphasized and will be a major 
contribution here. Previous research on the multicontinua for
mulation is reported by Sirignano (1972, 1986, 1993), Crowe 
et al. (1977), Crowe (1978, 1982), and Ducowicz (1980). The 
discrete particle method is discussed by Sirignano (1986, 1993) 
while the probabilistic formulation is discussed by Williams 
(1985) and Sirignano (1986, 1993). The extensions of the cur
rent treatise beyond those previous formulations will be iden
tified as we proceed. 

In developing the spray equations, it is convenient to define 
various density functions. Let p be the material density of the 

3.1 Two-Continua and Multicontinua Formulations. Let 
us develop the governing equations beginning with the con
servation of mass statement. Each dependent variable at any 
spatial point is an instantaneous average value over a neigh
borhood (of that point) that includes both liquid and gas. 
Therefore, both liquid properties and gas properties exist at a 
point regardless of whether that point is actually in a gas or 
in a liquid at that instant. This method is a two-continua 
approach since both a continuum of gas properties and a con
tinuum of liquid properties are defined. The gas-phase con
tinuity equation is 

dt dxj J (57) 

while the liquid-phase continuity equation is 

dp> d 
-^+T-(ptu(j) = -M (58) 
ot dUj 

where Mis the mass vaporization rate per unit volume. Models 
for evaluating the vaporization rate are discussed in other 
sections. 
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The mixture continuity equation is given by 

d(p + p,) d 
- + -~(pUj + PtUij)--dt 

• 0 (59) 

The above equations can be obtained by a control volume 
approach under the assumption that , as the volume shrinks to 
zero, the limiting value of the volume void fraction 6 is identical 
to the limiting value of the void fraction of the bounding 
surface area. Clearly, only two of the three above equations 
are independent. 

Equat ion (58) can be recast as an equation governing 6 in
stead of pf. It becomes 

dd d 

dxj dt 

M dun 

Pf OXj 
(60) 

The nonzero right-hand side indicates that 6 is not conserved 
for two reasons: (1) vaporization (or condensation) changes 
the liquid volume and (2) droplet trajectories diverge (or con
verge) thereby increasing (or decreasing) the distances between 
droplets. 

Often, it is convenient to divide the droplets into many 
classes according to initial values of velocity, position, di
ameter, a n d / o r composit ion. Then, our two-continua ap
proach is expanded to a multicontinua approach. In such a 
case, it is not usually convenient to solve Eqs . (58) or (60) for 
pt or 6. Rather, we distinguish each class of droplets according 
to an integer value k and set 

=5> < * • ) . M-- :J]MW: (61) 

where rh{k) is the vaporization rate of an average droplet in 
the Ath class, nw is the number density of droplets in that Ath 
class, and n in the global droplet number density. The methods 
discussed in Section 2 can be employed to determine m(k). The 
determination of «( , t ) will be discussed later in this section. In 
the limit of a very large number of different droplet classes, 
the summation of Eq. (61) can be replaced by an integral. This 
extension to a multicontinua approach was first suggested by 
Ducowicz (1980) and pursued by Sirignano (1986); it allows 
for better resolution of the variations amongst the many drop
lets that can be present in a spray calculation. Note that while 
Ducowicz (1980) refers to his method as a discrete particle 
method, it does not meet the discrete particle definition em
ployed here. It is a multicontinua method. 

We can define \j/w as the liquid volume fraction of the kth 
class of droplets and p\k) as the bulk liquid density of that 
class. Then 

1 - 0 = ] > > W ; pj*> = *%/*> = /.<*> 
4ir 

( 7 ? W ) W ° (62) 

Note that we are allowing for the possibility that different 
droplet classes can possess different material densities. The 
effects of different liquid material densities and the effect of 
void volume were considered by Ducowicz (1980) but not con
tained in the original presentations by Sirignano (1972, 1986, 
1993). Crowe (1977) did consider the effect of void volume 
but did not consider separate classes of droplets. 

It follows that 

dp} <*) 
+ / - ( p f * ) 4 * ) ) = -n (*»m (*>=-M<* 

dt dxj 
(63) 

where 

~r PI 
4(j-

is a mass-weighted average liquid droplet velocity. When the 
material density is the same for all droplet classes, it also 
becomes a volume-weighted average velocity. Fur thermore , we 
have 

dt (*> 
- ( ^ W < » ) = 

M<*> 
,<*) (64) 

dt dxf " p(" 
We can solve either Eq. (63) or (64) simultaneously with other 
equations to be discussed later in this section and then use Eq. 
(62) to get both i/-'*0 and jo'*'. However, we still require either 
n(k> or Rik) to determine the right-hand side of Eq. (63) or 
(64). Realizing that 

m ( * ) . 4w J*)J* (/}<*))3 

dt 

where the time derivative is taken in the Lagrangian sense 
following the droplet , we can manipulate Eqs. (62) and (63) 
to obtain 

dnlk) d 
- + ^ - ( « ( * ) 4 * ' ) = 0 (65) dt dx. 

which is a conservation equation for droplet number for each 
class. A global conservation equation is obtained by summing 
Eq. (65) over all classes. Then 

dn a . . . 
— + T - (nuy)• 
dt dxj 

= 0 (66) 

where 

--S2 

is a number-weighted average velocity. 
It is now seen that the two Eqs . (62), Eq . (63) [or (64)], and 

Eq. (65) provide four (two differential plus two algebraic) 
>(*) equations that will yield p> \ $ , « . and R{ '. Necessary 

inputs are t/pf' which will come from the solution of the mo
mentum equation and a mathematical model for the vapori
zation rate m{k). 

Consider now the species conservation equations for the gas. 
The integer index m represents the particular species. The mass 
fraction Y,„ is prescribed by 

x:(pYm)+—(PUjYm) 
dt dXj 

pD 
_d_ 
dXj 

an 
dXi 

k 

wmw+pw„ (67) 

where 

M=J]Mm=J]emM; , ( * ) _ ,m (*>. E' 
In Eq. (67), the mass diffusivity is assumed to be the same for 
all species. e,„ is a species flux fraction. Obviously, 

V , em = 1. 

Summation over all components in Eq. (67) yields the conti
nuity Eq. (57). Therefore, if we have N different species, only 
N- 1 species conservation equations need to be solved together 
with Eq. (57). Note that Eqs. (57) and (67) can be combined 
to yield a nonconservative form 

dY,„ dYm 

dt +Uj dxj dXj\ dXj 
= (em-Ym)M+pwm (68) 

Generally, the conservative form of the equations are preferred 
for computat ion. Note that here the "conserva t ive" Eq . (11) 
still has source terms. 

Now, let us consider the gas-phase momentum equation. 

T- (pUj) + — (pUjUj) + 7 ^ - 7 - (0Ty) - — [(1 - 6)TUJ\ 
dt dXj dx-, dXj dXj 

= J]nwmwu^-FDi + pgi (69) 
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where 

<-=I>( and 
dvtj dUj 

dXj dXj 

2 dui 
~3 udx. 

The assumption is made in the momentum equation that the 
gradient of the pressure force is continuous across liquid-gas 
interfaces, but differences are allowed in the viscous stress 
imposed on the mixture through the different phases. The 
above equation was derived with the same control volume and 
bounding surface as described for the continuity equation. In 
this momentum equation, we first note the uncertainty created 
by a lack of rigor. On the one hand, we are averaging gas and 
liquid properties over many droplet spacings so that both liquid 
and gas properties exist at any point. On the other hand, we 
shrink the control volume to zero in our calculus and, in that 
limit, we attempt to distinguish between gas and liquid bound
ary forces. The statement that the volume void fractions serve 
as weighting factors for liquid viscous stress and gaseous vis
cous stress is no better than a reasonable assumption since 
clarity in the limit of shrinking the volume to zero is really 
lost in the averaging process. The above equation also includes 
momentum sources and sinks due to droplet vapor mass 
sources, reaction to droplet drag, and body forces on the gas. 

Combination of Eqs. (57) and (69) yields another noncon-
servative form of the momentum equation 

dUj du, 
~~^~+Vi
et Jdxj 

+ i r^ ' + ( 1 - 0 ) T d 

k 

(* ' /n t*>(«i*>- •u,)-FD, + pg, (70) 

The liquid-phase momentum equation can be written as 

d 
—Apiue) +-r- (ptUf/Ue) J]nwm^k)+FDi + prgi (71) 

Actually, it is preferably to avoid Eq. (71) and to use a separate 
momentum equation for each class of droplets. In particular, 
we have 

dt ( « (*h 
dXj 

-«<*)i»(*)«i*, + / i ( * > ^ ) + P*/ (72) 

or, combining with Eq. (58), we obtain 

pt 
d4k) 

dt +W- dXj 
= „<*> F<A> J-«{*> n fDi +Pt Si (73) 

Note that Eqs. (69) and (71) could be added to yield a mixture 
momentum equation that eliminates all right-hand-side source 
terms except for the body forces. 

In the development of the energy equation, only low Mach 
number equations are considered so that kinetic energy and 
viscous dissipation terms are neglected in the formation. Note 
that the perfect gas law yields 

6p = pRT and pe = ph-6p (74) 

Then the energy equation can be written as 

T - ( M ) + T - p w / f i ) - T -
dt dxj • dXj ex-. 

d_ 

dXj 
(1-0)X, 

dT 

dXj 

df 

d / v - i . ndY" 
J \ m J - > 

+ 2 > „ & , - J]n'»m<»L'J/* 2><'W"*j« (75) 

Furthermore, we can combine the continuity equation (57) with 
(75) to obtain a nonconservative form 

3 /„ A dh" dh dh 
T'+Mi
di Jdxj dXj \ Cp dXj 

dXj 

d(dp) 

dt 

pD(Le-l)J]h, 
BYm 

dXj dXi 
(1-0)A< 

dT 

dXi 

+ S P w m Q a - J]n{k)mw(h-hlk) + L $ ) (76) 

Note that the chemical source terms would be eliminated from 
Eqs. (75) and (76) if the enthalpy were redefined to include 
the summation of the mass fraction times the heat of formation 
over all species. 

The liquid-phase temperature will generally vary spatially 
and temporally within the liquid droplet. A Navier-Stokes sol
ver or some approximate algorithms as described in Section 2 
by Eqs. (49) and (53) can be employed to determine the tem
perature field in the droplet including the surface temperature. 
In the special case of a uniform but time varying liquid tem
perature in the droplet, an equation for the thermal energy 
contained in the droplet can be useful. If e(\s the liquid internal 
energy per unit mass, then pet is the liquid internal energy per 
unit volume of mixture. In the case where a spatial variation 
of temperature occurs in the droplet, e( could be considered 
as the average over the droplet. However, an equation for ef 

would not be so useful here since the difference between the 
average value and the surface value is not specified but yet the 
results are most sensitive to the surface temperature. The liquid 
energy equation can be rewritten for each class of droplets 

dt 
(pW ))+:^^* ) IW : ,) 

OXj 
•-nwq}k)-nlk)mlk)el,k) (77) 

This equation can be combined with Eq. (63) to yield an al
ternative form 

Pi . < * ' deik) . „Mk)' 
dt -+4*): 

dXj 
e f

w - . ,(*) 

where q\k) is the conductive heat flux from the liquid interface 
of a droplet toward its interior. Note that during droplet heat
ing, we expect that Sk) ~ e^ is negative (maximum liquid tem
perature is at the interface) or zero so that energy is lost from 
the liquid phase on account of this effect. 

The liquid-phase equations form a hyperbolic subsystem of 
partial differential equations. In particular, we define the op
eration 

dw d (k) d 

dt dt tJ dxj 

This is a Lagrangian time derivative following an average drop
let in the kth droplet class. Then mass conservation states that 
the droplet radius is described by 

rf'*W*> 

dt 
m (*) 

~4irdk)(Rik))2 

The droplet position is governed by 

d(k)x\k) 

dt 
"ft 

(79) 

(80) 

It can be noted that 

= j cpdT' = j ( 2 r-c/»" (7") W 
while Eq. (73) governs the droplet velocity 

-.n^F^ + p\kh, -<k)a U« 
Pt 

dt 
(81) 
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The energy Eq. (78) can be written as 

- (A r )^ e f (*) • ( * ) / (*) (*) , Q> \ , o n i 

Pi ~^~ = n m [e* ~e* +^W) (82> 
Equations (81) and (82) are the characteristic equations for 

the hyperbolic partial differential equations (72) and (78). 
Equation (80) describes the characteristic lines through space 
for those hyperbolic equations. The Lagrangian method for 
the averaged liquid properties is therefore fully equivalent to 
the method of characteristics as explained by Sirignano (1986, 
1993). The Ducowicz (1980) analysis is actually a method of 
characteristic approach to the multicontinua formulation rather 
than the type of discrete-particle formulation discussed in the 
next subsection. This method of characteristics allows the par
tial differential equations to be converted to ordinary differ
ential equations that are solved more readily with a reduction 
in the numerical error due to integration. Specifically, the 
solution of the partial differential equations can produce ar
tificial diffusion through the difference equation approxima
tion; this type of error does not occur with the differencing 
of the ordinary differential equations. 

These equations are solved simultaneously with the gas-phase 
equations (57), (67) or (68), (69) or (70), and (75) or (76) 
together with the equation of state (74). These gas-phase equa
tions are typically solved by finite-difference methods on an 
Eulerian mesh that is either fixed or defined through some 
adaptive grid scheme. The terms representing exchanges of 
mass, momentum, and energy between the two phases appear 
as source and sink terms in both the gas-phase and liquid-
phase equations. They provide the mathematical coupling be
tween the two subsystems of equations representing the two 
phases. The liquid Lagrangian equations are effectively solved 
on a different grid from the gas-phase equations so that in
terpolation is continually used in the evaluation of the source 
and sink terms. Care must be taken in avoiding other numerical 
errors of the same order as the artificial diffusion that has 
been eliminated; these other errors can be created by a low 
order interpolation scheme. Details about the method and anal
yses of its performance can be found in Aggarwal et al. (1981, 
1983, 1985). 

The Lagrangian or characteristic path is the trajectory of 
an average droplet that represents a group of droplets that (at 
least initially) are in the same neighborhood. The droplet num
ber density can vary along this path but the number of droplets 
represented remains fixed (in the absence of droplet shattering 
or coalescence). 

In this two-continua method, two distinct characteristic lines 
(from the same or different droplet classes) can intersect with
out implication of a collision. The characteristic lines or tra
jectories represent the paths of average droplets; each average 
droplet represents a beam or moving cloud of droplets. If 
average spacing between neighboring droplets is sufficiently 
large, two beams can pass through each other without any 
collisions. An important implication here is that multivalued 
liquid properties can occur; at a given point in space and time, 
more than one value of a liquid property for a given class of 
droplets can exist. Note that the direct solution of hyperbolic 
partial differential equations for the liquid properties will smear 
any multivalued solutions upon numerical integration. In this 
regard, the Lagrangian method is substantially more powerful 
and reliable. 

In the Lagrangian method, we bypass the use of Eq. (65) 
for the droplet number conservation. We must still evaluate 
the droplet number density which appears in source and sink 
terms in Eqs. (57), (58), (60), (63), (64), (67) through (73), 
(75), and (76) through (78). Typically, we determine number 
density locally in a two-continua finite-difference computation 
by: (i) determining the number of average droplets for each 
droplet class in each computational cell at each temporal point 
in the calculation, (ii) determining, based upon the initial con

dition for each average droplet, the total number of actual 
droplets of each class present in the computational cell, and 
(iii) dividing this total number by the volume of the compu
tational cell to obtain the number density. 

The gas-phase and liquid-phase equations described in this 
section can be applied to turbulent flows, but first, Reynolds 
averaging or Favre averaging of the equations should be per
formed. Also, some approximations are required to close the 
equations. As a result of this process, averaged forms of the 
previous equations plus additional equations for the turbulent 
kinetic energy and other second-order quantities result. See 
Elghobashi and coworkers (1983, 1984, 1991, 1992) for details 
on these turbulent spray analyses. 

Initial conditions are required for the solution of the un
steady form of the equations. Often, the unsteady form is 
employed even when we wish to obtain the steady-state so
lution. For example, if the system of differential equations 
(57), (67), (69), (75), (79), (80), (81), and (82) were to be solved, 
initial conditions would be required for the gas-phase velocity, 
density, mass fractions, and enthalpy and for the velocities, 
positions, radii, and thermal energies of the average droplets 
in each class. 

Boundary conditions are also required. Equations (67), (69), 
and (75) have elliptic spatial operators so that, for velocity, 
mass fractions, and enthalpy, conditions on the quantities or 
their gradients are required for every boundary point. Equation 
(57) is a first-order hyperbolic equation so that density needs 
to be specified only at the inflow boundaries. Boundary con
ditions on Eqs. (79), (80), (81), and (82) for the average droplet 
properties are only required for inflow. When the droplet passes 
through an open boundary, we discontinue the calculation for 
that particular droplet. When a droplet strikes a solid wall, 
there are several options: (i) the wall can be assumed to be so 
cold that the droplet sticks to the wall and no further vapor
ization occurs (effectively removing the droplet from the field 
of computation), (ii) the wall is so hot that the droplet im
mediately vaporizes providing a local gaseous mass source, 
and (iii) the droplet rebounds, perhaps shattering into a number 
of small droplets. Clearly, the last condition is the most dif
ficult to implement in a calculation. Naber and Reitz (1988) 
have claimed that better agreement with experimental data can 
be obtained for some calculations if the droplet is assumed to 
flow along the wall with the local gas velocity near the wall. 

3.2 Discrete-Particle Formulation. The two-continua or 
multicontinua approach allows resolution only on a scale larger 
than the average spacing between neighboring droplets. Often, 
however, we must resolve a spray behavior on a finer scale. 
In combustion applications, ignition and flame structure are 
examples where that level of resolution is required. An alter
native to the two-continua approach is the discrete particle 
approach that serves the purpose of higher resolution. This 
method follows each individual droplet and resolves the liquid 
field within each droplet and the gas field surrounding each 
droplet. Obviously, it is limited to a smaller number of droplets 
and to a smaller volume of mixture than the two-continua 
approach. Since the discrete phase is being resolved here, only 
gas properties or only liquid properties exist at a given point 
in space or time. The hyperbolic partial differential equations 
or their characteristic differential equations have no meaning 
in this approach. Although the droplet trajectories are not 
characteristic lines in this approach, certain ordinary differ
ential equations are still written along these trajectory lines so 
that we have a Lagrangian method here, albeit of another type 
than previously discussed. Here, we do not distinguish droplets 
by class because, obviously, each droplet forms its own class. 

The governing equations for each droplet are 
dR ™ ,o,x 
dt-4*PtR

2 ( 8 3 ) 
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de( 3 m 
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m 

(84) 

(85) 

(86) 

Often, Eq. (86) is replaced by the energy function for the liquid 
which governs diffusion and convection in the droplet. 

The gas-phase equations must be solved simultaneously with 
the above droplet equations. The discrete-particle approach is 
only sensible when resolution is finer than the spacing between 
neighboring droplets. Therefore, the computational mesh size 
must be significantly smaller (by at least an order of magnitude) 
than the spacing. In the dilute (or nondense) sprays, this in-
terdroplet spacing is also much greater than the average droplet 
diameter so therefore we expect the computational mesh size 
to be comparable to or greater than the droplet diameter. Here, 
we expect most computational cells will not contain a droplet 
but only gas; only a small fraction of the cells will contain a 
droplet, and typically only one droplet each, since average 
spacing is so large. Equations (57), (67) or (68), (69) or (70), 
(74), and (75) or (76) describe the gas phase and can be placed 
into finite-difference form. Here, d = 1 and p = p is taken. Also, 
the source terms representing exchanges of mass, momentum 
and energy between phases go to zero in those equations for 
these cells. This is definitely accurate for the great majority 
of cells which do not contain any droplet. In the cells containing 
droplets, we can allow 6 to deviate from unity to account for 
the droplet volume. Whenever the droplet diameter is small 
compared to the mesh size, 8 can be assumed to be unity 
neglecting droplet volume from the perspective of the coupling 
with the gas phase. 

3.3 Computational Issues. The analyses for the discrete 
particle method and for the two-continua (or multi-continua) 
method as outlined herein are built on the premise that subgrid 
modeling of the behaviors of the liquid in the droplet interior 
and of the gas in the boundary layer and wake of the droplet 
will be employed. These subgrid models are discussed in Section 
2. This is sensible when the droplet diameter is much smaller 
than the interdroplet spacing and smaller than or comparable 
to the mesh size needed to resolve the gas phase. Then, the 
subgrid modeling avoids the costly solution of complex equa
tions on a grid size smaller than the droplet diameter. In the 
case of a dense spray, the droplet diameter becomes compa
rable to the spacing and, therefore, resolution of the gas phase 
and resolution of the liquid phase are just as costly. It makes 
much less sense to use the discrete-particle method with its 
inherent sub-grid modeling for these dense sprays. If fine res
olution is required, solution of the Navier-Stokes equations 
with account for phase boundaries is suggested. Complexity 
of the problem will limit the total volume of mixture that can 
be treated. If average properties were sufficient, the two-con
tinua method can be used for these dense sprays. Note that 
the equations formulated in this section do not account for 
collisions that might occur in very dense sprays. 

In both the multicontinua method and the discrete-particle 
method, a phase-exchange source term value for the gas phase 
is generally not immediately given at a gas-phase mesh point. 
Rather, it is presented at the instantaneous position of the 
droplet. Its value must be extrapolated to the mesh points. The 
lowest-order approximation involves simply transferring the 
value from the droplet location to the nearest mesh point. This 
produces numerical errors of the same first order as numerical 
diffusion errors that are avoided for the liquid phase by the 
Lagrangian method. It is superior therefore to distribute the 
source term in a weighted manner to the neighboring mesh 

n MESH LINE 
S(p, n+1) S(p+1,n+1) 

GRID CELL 

R 

4 
S(p, n) S(p+1,n) 

Fig. 18 Graphical display of weighting factors for two dimensional 
Eulerian-Lagrangian spray calculations 

points. There will be two, four, or eight neighboring mesh 
points depending upon whether we have a one, two, or three-
dimensional calculation. The droplet or average droplet under 
consideration is within a rectangle defined by the corners at 
the four mesh points (p, n), (p+l, K ) , ( p + 1 , n+1) , and (p, 
n+\). Consider that the nearest mesh point is (p, n). The 
lowest-order approximation merely transfers the source term 
S to the mesh point (p, n) with resulting first-order accuracy. 
The second-order scheme divides the source term S into four 
parts, each associated with a mesh point and weighted inversely 
to proximity of that mesh point to the droplet position. Namely 

c •Ap-n c. c -^p+l.n r,. 
->p,n ~ 

• ! , « + ! " 
ip+\,n+l 

A 
S; S, ' / > . » + ' • 

Ip.n+l , 

where A is the area of the original rectangle and AP:„, etc., 
are the areas of the subdivided rectangles shown in Figure 18. 
Note that the extension to three dimensions involves eight 
subdivided rectangular volumes. 

Note that the source point is taken as the center of the 
droplet. Furthermore, in the multicontinua approach, many 
droplets can be represented by each average droplet. Also, any 
given mesh point can be a corner point for several cells (four 
in two dimensions), each of which can contain droplets and 
transfer portions of the source terms to the mesh point. These 
source contributions from various droplets are simply additive. 
Finally, note that the same geometrical weighting factors should 
be employed to evaluate gas properties at the droplet position 
(for input as source terms to the liquid-phase equations) given 
the properties at the neighboring mesh points. 

In the discrete-particle method, we must present ambient 
gas conditions for the droplet in order to determine the droplet 
vaporization rate, heating rate, drag, and trajectory. In a finite 
difference scheme, the gas properties at immediately neigh
boring mesh points to the instantaneous droplet position are 
employed as the ambient conditions on the subgrid droplet 
model. Theoretically, these ambient conditions should exist at 
the edge of the gas film (boundary layer and wake) surrounding 
the droplet; in practice, however, the neighboring mesh points 
might be in the gas film leading therefore to errors in the 
matching of the subgrid droplet model to the gas phase. These 
errors and their corrections were addressed by Rangel and 
Sirignano (1989b) and Sirignano (1993). 

The surprising result is that as the gas-phase grid is refined, 
the error increases; the neighboring mesh points to the droplet 
actually move closer to the droplet and into the surrounding 
gas film. In the case where the droplet moves with the sur
rounding gas, we can assume that the gas film is spherically 
symmetric with respect to the droplet center. In that case, 
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Rangel and Sirignano have shown that mass vaporization rate 
given by Eq. (9) should be multiplied by the factor 1 + e to 
correct for the error in application of the ambient boundary 
condition on the droplet model. For the case where the gas-
phase grid size is smaller than the droplet radius, it is found 
that 

1 

where 5 is the ratio of the distance between the mesh point 
(where ambient conditions are applied) and the droplet center 
to the droplet radius. This analytical solution of Rangel and 
Sirignano considers the ambient gas conditions as given and 
only addresses errors associated with the location of the ap
plication of these conditions. It does not address the com
pounding of this error in a coupled gas-liquid calculation by 
the modification of the ambient values because of the modified 
vaporization rate; it is assumed that, as one problem is cor
rected, the other problem is automatically corrected in the 
coupled calculation. 

It should be noted that, for this case where the relative 
velocity between the droplet and the ambient gas is zero, the 
droplet can be accurately considered as a point source from 
the gas perspective. That is, the point-source approximation 
has been shown by Rangel and Sirignano (1989b) to predict 
exactly the gas film properties surrounding the droplet. While 
the droplet size affects the vaporization rate, the ambient gas 
is only affected by the vaporization rate and, in other ways, 
it is not affected by the droplet size. This simplification does 
not apply exactly to the case where a finite relative velocity 
exists. 

Rangel and Sirignano (1989b) have shown for the convective 
case that a point-source approximation plus a free stream does 
not provide an accurate velocity field around the droplet (even 
in the in viscid limit). A point-source, doublet, and free stream 
combination provides a much more accurate description. In 
this case, the flow field around the droplet depends upon both 
the vaporization rate and the droplet diameter. There are still 
inaccuracies besides the viscous effects on the velocity field. 
For example, with the point source approximation, the va
porization mass flux is assumed to be uniform over the droplet 
surface, which is not accurate. 

The gas film or boundary layer thickness in the convective 
case will decrease as the droplet Reynolds number increases. 
The strategy proposed by Rangel and Sirignano is that the 
ambient conditions are applied at a position upstream of the 
droplet by a distance 6 given by 

| = ( l + ^ ) ( l ^ ) ° 1 7 

The upstream direction is determined by the relative velocity 
vector between the gas and the liquid; the value of 8 then 
determines the position where the ambient conditions are ap
plied. The values at the neighboring mesh points (that form 
the corners of a cell in which the determined point lies) are 
averaged, in a weighted manner, to provide the ambient con
ditions. The transfer number BM above is calculated using the 
ambient conditions at this point. Errors are significantly re
duced by evaluating the transfer number at this upstream po
sition versus evaluating it at the droplet position. At large grid 
size to droplet diameter ratio, the error decreases as droplet 
Reynolds number increases or as the grid size to droplet di
ameter ratio increases. 

Certain studies have been performed to address the issue of 
optimizing the numerical calculations for sprays. Axisymme-
tric sprays were studied by Aggarwal et al. (1985) and Sirignano 
(1993). Laminar, nonreacting situations were considered. Tur
bulence and chemical reactions would modify characteristic 
length and time scales, thereby affecting the optimal numerical 
scheme. Two problems were considered: (i) an axisymmetric, 

steady jet flow and (ii) an unsteady, axisymmetric confined 
model flow. 

In both cases, an Eulerian mesh was used for the parabolic 
gas-phase equations. Note that in the model problem, the spa
tial differential operator is elliptic. A Lagrangian scheme was 
used for the hyperbolic equations describing the vaporizing 
liquid phase. All hydrodynamic and thermal interactions be
tween the two phases were considered. Generally, with one 
exception, consistent second-order-accurate numerical schemes 
were considered." 

In the first problem, the subset of gas-phase equations has 
been attacked by four numerical methods: a predictor-correc
tor explicit method, a sequential implicit method, a block im
plicit method, and a symmetric operator-splitting method. The 
computations predicted the hydrodynamics and transport in 
the gas phase as well as the droplet trajectories. The size, 
temperature, and velocity of each droplet group were also 
predicted. Time for computation as a function of the error 
bound was determined. At low error tolerances, the sequential 
implicit method gave the best results; at large error tolerances, 
the explicit and operator-splitting methods gave better results. 
The block implicit scheme was least effective at all accuracies. 
Further information can be found in Aggarwal et al. (1985) 
and Sirignano (1993). 

In the second problem, a set of model equations was studied 
but the technique applies very well to a more general and more 
physically-accurate set of equations as well. The integration 
scheme and the scheme for interpolation between the Lagran
gian and Eulerian meshes were demonstrated to be second-
order accurate. Effects of mesh size, number of droplet char
acteristic, time step, and the injection pulse time were deter
mined via a parametric study. The results indicated slightly 
more sensitivity to grid spacing than to the number of droplet 
characteristics. Still further information is given in Aggarwal 
et al. (1983) and Sirignano (1993). 

3.4 Applications. The spray equations have been studied 
and solved for many applications: single-component and mul-
ticomponent liquids, high temperature and low temperature 
gas environments, monodisperse and poly disperse droplet size 
distributions, steady and unsteady flows, one-dimensional 
flows, laminar and turbulent regimes, and recirculating 
(strongly elliptical) and nonrecirculating (hyperbolic, para
bolic, or weakly elliptic) flows. The references cited here will 
not be totally inclusive of all of the interesting analyses that 
have been performed; rather, only a selection will be presented 
here. Overviews of the relationships between the developments 
of the subgrid vaporization models and the spray calculations 
can be found in Sirignano (1985a, 1988). 

Some of the earlier research employed an Eulerian descrip
tion of the two-continua formulation. For example, Seth et 
al. (1978) and Aggarwal and Sirignano (1984) performed one-
dimensional analyses of flames propagating through fuel 
sprays. They did not resolve flame structure to a scale smaller 
than the average spacing between droplets and suffered some 
artificial diffusion associated with the Eulerian formulation. 
Sirignano (1985b) considered a very simple vaporizing spray 
to develop integral solutions. Other research has addressed the 
two-continua problem with a Lagrangian description. Aggar
wal et al. (1981, 1983, 1985) studied axisymmetric idealized 
two-continua problems to establish some of the computational 
foundations and performance analyses for the Lagrangian 
method. They determined the trade-offs between computa
tional time and accuracy. Among other issues, some guidance 
is given concerning the number of characteristics (or, equiv-
alently, average particles) that should be selected to yield con
sistent accuracy with the Eulerian mesh selection for the gas-
phase equations. Bhatia and Sirignano (1991) considered os
cillatory vaporization and combustion in a one-dimensional 
simulation of a ramjet combustor. 
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Fig. 19 Gas velocity vectors for centerbody injector configuration. 
Schematic of axisymmetric chamber showing outer wall, centerbody 
wall, gas inflow, and axis of symmetry 
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Fig. 20 Droplet trajectories and sizes for poiydisperse spray with cen
terbody injector configuration shown in Fig. 19 

The multicontinua formulation has been extended to tur
bulent domains with the works of Raju and Sirignano (1989, 
1990) and of Molavi and Sirignano (1988). Here, the gas-phase 
equations accounted for the averaged effects of turbulent fluc
tuations of the gas field but no fluctuations in the droplet 

Air Flow 
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Air Flow 

Idealized combustor 

Fig. 21 Two-dimensional, planar, parallel droplet stream configuration 

behavior were considered. A development of the theory with 
coupled gas and liquid fluctuations made by Elghobashi and 
co-workers (1983,1984, 1985,1989, and 1991) will be discussed 
in Section 5. Raju and Sirignano and Molavi and Sirignano 
considered axisymmetric and planar two-dimensional idealized 
configurations related to center-body and dump combustors. 
Single component and multicomponent fuels were considered. 
Gas velocity directions in Fig. 19 indicate a recirculating flow 
field near the centerbody injector. Figure 20 shows some va
porizing droplet trajectories and sizes calculated by Raju and 
Sirignano for a poiydisperse spray; the larger droplets are seen 
to penetrate further than the smaller droplets. Smaller droplets 
are more likely to become entrained in the recirculating flow 
field. 

One-dimensional, planar unsteady spray configurations have 
been studied extensively using the discrete particle Lagrangian 
methodology. Various subgrid vaporization models were stud
ied by Aggarwal et al. (1984) who found that substantial global 
differences in the two-phase flow can result from different 
vaporization models; it is clear that accurate subgrid modeling 
of vaporization is required. Other one-dimensional planar 
studies based upon the discrete particle formulation include 
Aggarwal and Sirignano (1985a,b, 1986). They found that 
ignition delays for sprays could be less than for gas mixtures 
at the same stoichiometric ratio. Similarly, spray flame speeds 
could exceed the premixed flame speed at the same stoichi-
ometry. Continillo and Sirignano (1988) extended the study to 
a spherically symmetric spray configuration. Aggarwal (1987, 
1988) and Continillo and Sirignano (1991) considered multi-
component liquid sprays in one-dimensional, planar and spher
ically symmetric configurations. Generally, vaporization rates, 
ignition delays, and flame propagation rates were predicted. 

Studies have been performed on two-dimensional planar flows 
with parallel streams of droplets. The basic configuration is 
displayed in Fig. 21. Steady-state calculations that approximate 
the droplet streams to be continuous liquid streams have been 
performed by Rangel and Sirignano (1986, 1988b, 1989a). The 
continuity and momentum equations for the gas flow are not 
solved in these analyses; rather, the pressure and gas velocity 
are assumed to be uniform. The droplet velocities are deter
mined by conservation of momentum principles. These studies 
actually lie between two-continua formulations and discrete-
particle formulations. They resolve the flow in one transverse 
direction on a scale smaller than the spacing between droplets; 
however, the properties are not resolved on the scale of the 
droplet spacing in the liquid-stream direction. Averaging of 
liquid properties occurs in one of the two spacial directions 
thereby yielding a steady flow result that integrates implicitly 
over time to remove the effect of the inherent intermittency 
associated with the spacing between the droplets in the stream. 
(Averaging in the third direction is implicit since the problem 
ab initio was reduced to a two-dimensional statement.) Certain 
important phenomena can still be identified even though prop
erties are smoothed to eliminate the intermittency. Figure 22 
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Fig. 22 Fuel vapor mass fractions in the two parallel droplet stream 
configuration 

shows fuel vapor mass fraction in a two-droplet-stream con
figuration. A multiple flame is portrayed since regions of large 
fuel vapor mass fraction are separated. Early vaporization and 
mixing of the fuel vapor with the air together with the intro
duction of an ignition source allow a premixed flame to occur. 
The droplets penetrate the premixed flame before complete 
vaporization has occurred; therefore, continued vaporization 
in the presence of a hot gas with excess air is sustained. This 
causes diffusion flames to be established around each stream 
of droplets. Delplanque and Rangel (1991) performed a related 
analysis for one stream of droplets flowing through the gaseous 
viscous boundary layer near a hot wall. They include the im
portant effect of gaseous thermal expansion which created a 
gas motion and droplet drag that moved the droplet stream 
away from the wall as it flowed downstream. 

The intermittent effects have been addressed in the unsteady 
analyses of Delplanque et al. (1990) and Rangel and Sirignano 
(1988a, 1991). These studies are fully in the domain of discrete 
particle formulations (with the understanding that any two-
dimensional representation involves averaging in the third di
mension). The inclusion of the intermittent effects yields results 
that support the general conclusions of the steady-state anal
yses. Figure 23 shows that both diffusion-flame and premixed-
flame structures exist. Furthermore, it is seen that the diffusion 
flame can envelop more than one droplet. Delplanque et al. 
also studied the effect of the point source approximation cor
rection discussed in Section 3.3. Figure 24 shows the impor
tance of the correction for the prediction of droplet temperature 
and droplet mass in the regions where those quantities are 
rapidly varying with time. 

Continillo and Sirignano (1990) studied a counterflow spray 
problem using a two-continua formulation. They considered 
two opposed air streams with normal octane liquid droplets 
injected with the left-hand-side stream. Figure 25 shows that 
two flames occur in the stagnation region. They are primarily 
fed by fuel vapor diffusing from vaporizing droplets that have 
penetrated to the zone between the two flames. Some vapor
ization occurs before the droplets penetrate the left-hand flame; 
therefore, that flame has a combined premixed and diffusion 
character. Figure 25 also shows the effect of varying strain on 
the behavior of the flow. Increasing the strain results in nar
rowing the two reaction zones and causing them to approach 
each other and the stagnation plane. Ultimately, the increasing 
strain rate causes the two reaction zones to merge and only 
one temperature peak is seen in Fig. 25(c). Other recent studies 
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Fig. 23(a) 

Downstream Distance 

Fig. 23(b) 

Downstream Distance 

Fig. 23(c) 

Fig. 23 Unsteady, two parallel droplet stream configuration contour 
plots at nondimensional time = 0.016: (a) reaction rate with contour in
tervals of 0.824, (b) gas temperature with contour intervals of 283 K, and 
(c) oxygen mass fraction with contour intervals of 0.023 

^ 

\ N . 

Droplet center temperature (K) 
Droplet surface temperature (K) 
Droplet mass (n.d.) 

0 Time(s) 2 - " ^ ' 

Fig. 24 Droplet temperature and mass versus time for the second drop
let in the stream nearest the ignition source in a parallel stream config
uration. Point source approximation correction for Curve 1. No correction 
for Curve 2. 
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on counterflow spray flames include an experimental study by 
Chen et al. (1988) and theoretical/experimental study by Li et 
al. (1992). The study by Li et al. predicts the locations of the 
vaporization zone and the reaction zone as a function of the 
strain rate for heptane and methanol sprays transported in a 
nitrogen stream and mixing with a counterflowing oxygen/ 
nitrogen stream. Extinction conditions are also predicted. 

The subgrid vaporization models used in these above-main
tained spray studies have evolved over the years. Originally, 
spherically symmetric models with Ranz-Marshall corrections 
were employed. During the middle 1980's, the Tong and Sir-
ignano model came into use. More recently, the Abramzon 
and Sirignano model has been employed. Also, experimental 
drag coefficients such as those of Ingebo (1956) and Renksiz-
bulut and Yuen (1983) have been replaced by computational 
correlations such as those of Haywood et al. (1989) and Chiang 
et al. (1992) for input to spray models. 

The general conclusions of the one-dimensional planar, two-
dimensional planar, and spherically symmetric studies are that: 
(i) resolution on the scale of the spacing between droplet is 
important in the determination of ignition phenomena and 
flame structure, (ii) more than one flame zone can exist at any 
instant with spray combustion, (iii) an inherent unsteadiness 
results for the flame structure, (iv) diffusion-like or premixed-
like flames can occur, (v) ignition and flame propagation for 
sprays can sometimes be faster than for gaseous mixtures of 
identical stoichiometry, and (vi) droplets tend to burn in a 
cloud or group rather than individually. 

3.5 Probabilistic Formulation. It is sometimes conven
ient to employ a probabilistic formulation for the spray anal
ysis. Whenever we have spacial resolution on a scale comparable 
to or smaller than the averaging spacing between droplets, a 
given computation cell has a significant probability of not 
containing any droplet at any particular instant of time. Fur
thermore, in dealing with a very large number of droplets in 
a spray, there is no practical way to know exactly where each 
droplet is located at each instant; a probabilistic formulation 
is practical therefore in a high resolution analysis. 

A probability density function can be defined asf(t, xh R, 
Uu, et) and an infinitesimal hyper-volume in eight-dimensional 
space is given by 

dV= dXi dx2dxidundUadundR det 

Then, fdVis the probability of finding a droplet in the hyper-
volume dV at a particular instant of time. Note that for very 
fine resolution fdVis less than unity. However, for very coarse 
resolution, that product can become much larger than unity 
since many droplets can be in the hyper-volume; in that case, 
/ i s more commonly named a distribution function. Williams 
(1985) discusses the distribution function. Sirignano (1986, 
1993) extends the independent variable space, relates the prob
ability density function to the distribution function, and sep
arates droplets by class according to initial values. 

We can separate the droplets into distinct classes depending 
upon their initial size, velocity, or composition. Then, a prob
ability density function or a distribution function can be de
fined for each class of the droplets. Conservation of droplet 
numbers (neglecting shattering or coalescence) leads to the 
following equation which governs the probability density func-

. tion f{k) for the kth class of droplets 

dfw d , ,(Jt). 
dt dxj 9 

Fig. 25 Counterflow spray: influence of the strain rate. Profiles of tem
perature (solid line), fuel vapor mass fraction (dotted line), oxygen mass 
fraction (dashed line), and log of reaction rate (dot-dash line). Initial 
droplet diameter = 50 ^m. Strain rate = (a) 100 s " \ (o) 300 s ~ \ and (c) 
500 s"'. 
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where 

an= 
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is the droplet acceleration. Note that Eq. (87) is equivalent to 
the statement t h a t / d F i s a constant. 

The characteristics of the hyperbolic partial differential 
equation (87) are given by 

? < * > v 

dt -=««; 
dwuti 

dt --««; 
dwR 

dt 
-R-

4irpfR
z 

dt 
-=e(= 

4ir „•> 

YPfR 

e,-eb + -
m 

(88) 

These characteristics define particle paths or probable particle 
paths for each class of droplet. 

Integration of the distribution function gives the averaged 
values used in the multi-continua approach. The droplet num
ber density «<Ar) is given by the five-dimensional integral 

,w = [jik)dutidRde( (89) 

Any of the variables <p = ue, ati, R, R, ef, or e( can be integrated 
to give the average quantity 

„ < * > - \/k)<pduB :dR de, ,(*) (90) 

where <pw represents 4k\ 4*>, R{k), R{k), e\k), or ef
(<r). 

Integration of the divergence form of the equation governing 
f{k), namely Eq. (87), leads to the Eq. (65) for conservation 
of droplet number which governs droplet number density. Note 
that, since both uti and x, are independent variables in Eq. 
(87), the second term in that equation can be simplified. In 
particular, within that term, uti can be brought forward of the 
derivative sign. 

Equation (87) can be multiplied by <p (term-by-term), rear
ranged, and integrated over the five-dimensional volume. Here, 
it is assumed t h a t / w goes to zero as uti or R becomes infinite. 
Also, R becomes zero when R = 0. Finally, with respect to the 
averaged quantities defined by Eq. (90), it is assumed that the 
average of a product of two quantities equals the product of 
the averages of the two quantities. The error in this assumption 
reduces as the band of the independent variables («w, R, ef) 
for a nonzero probability density function in a given class k 
is reduced. When <p = 1, Eq. (65) is reproduced by this process 
and when <p = ua, Eq. (73) is reproduced. With modest effort, 
use of <p = R and <p = epcan yield Eqs. (58) and (78), respectively. 

The probabilistic formulation or, equivalently, the distri
bution function formulation is of primary value, because it 
strengthens the theoretical foundations of the spray equations. 
In the case where coarse resolution is sought, both gas-phase 
and liquid-phase properties are averaged over a neighborhood 
containing many droplets. Then, any uncertainty associated 
with the precise locations of individual droplets is removed 
from the final analytical form by the averaging process. In the 
fine resolution case, uncertainty in droplet position remains a 
factor; the probability density function describes this uncer
tainty. There is also an uncertainty in the gas-phase values 
here on account of the coupling between the phases. For very 
dilute sprays, the uncertainty in the gas-phase properties can 
be neglected. In denser sprays, these uncertainties in the gas-
phase properties appear in high resolution practical spray prob
lems; theory has not yet fully addressed this interesting prob
lem. Aggarwal and Sirignano (1985a) discuss the uncertainty 
in ignition delay associated with the uncertain distance of the 
nearest droplet to the ignition source. 

4 Interactions Amongst Droplets 
There are three levels of interaction amongst neighboring 

droplets in a spray. If droplets are sufficiently far apart, the 
only impact is that neighboring droplets (through their ex
changes of mass, momentum, and energy with the surrounding 

gas) will affect the ambient conditions of the gas field sur
rounding a given droplet. As the distance between droplets 
becomes larger, the influence of neighboring droplets becomes 
smaller and tends toward zero ultimately. At this first level of 
interaction, the geometrical configuration of the (mass, mo
mentum, and energy) exchanges between a droplet and its 
surrounding gas is not affected by the neighboring droplets. 
In particular, the Nusselt number, Sherwood number, and lift 
and drag coefficients are identical in values to those for an 
isolated droplet." This type of interaction has been fully dis
cussed in Section 3. 

At the next level of interaction, droplets are closer to each 
other, on average, and the geometrical configurations of the 
exchanges with the surrounding gas are modified. In addition 
to modification of the ambient conditions, the Nusselt number, 
Sherwood number, and the lift and drag coefficients are mod
ified. Here, a droplet cannot be treated as if it were an isolated 
droplet; the neighboring droplet(s) are within the gas film or 
wake of the droplet. In a convective situation, a droplet can 
influence a second droplet at substantial distances of many 
tens of droplet radii if the latter is in its wake. If the droplets 
are placed side by side in a convective situation, significant 
influence occurs only over short distances of a few droplet 
radii. This type of interaction will be the major subject of 
discussion for this section. 

The third level of interaction amongst droplets involves col
lisions whereby the liquids of the different droplets actually 
make contact with each other. Here, the droplets might coa
lesce into one droplet or emerge from the collision as two or 
more droplets. Some discussion of this subject will be made 
later in this section. 

From another perspective, Sirignano (1983) classified inter
active droplet studies into three categories: droplet arrays, 
droplet groups, and sprays. Arrays involved a few interaction 
droplets with ambient gaseous conditions specified. There are 
many droplets in a group but gaseous conditions far from the 
cloud are specified and are not coupled with the droplet cal
culations. The spray differs from the group in that the total 
gas field calculation in the domain is strongly coupled to the 
droplet calculation. In the spray, either the droplets penetrate 
to the boundaries of the gas or, while the droplets may not 
penetrate, the impact of the exchanges of mass, momentum, 
and energy extends throughout the gas. A useful review on 
droplet interactive processes can be found in Annamalai and 
Ryan (1992). Note that unpublished information from An
namalai and Ryan indicates that radiative transfer between 
droplets can be significant even if the separation distance is 
ten diameters or greater. 

The earliest work on droplets that were interactive at the 
second level was performed for vaporizing droplet arrays with
out forced convection. Twardus and Brzustowski (1977) con
sidered two vaporizing and burning fuel droplets of equal size 
with spacing between their centers as a parameter. The va
porization rate decreased monotonically as the spacing de
creased. At very large spacing, the droplets achieved the 
maximum vaporization rate equal to the isolated droplet value 
for each droplet. When the spacing decreased to the minimum 
value with the spherical droplet surfaces in contact, the vapor
ization rate and the Nusselt number were reduced by approx
imately 31 percent from the isolated droplet values. Clearly, 
the proximity of another droplet in this stagnant situation in
hibited the exchange of mass and energy between the droplet 
and the gas. Labowsky (1978, 1980) considered several inter
active vaporizing droplets in a stagnant domain and found 
similar reductions in transport rates. More recently, Umemura 
et al. (1981a, 1981b) have studied this interactive problem. 
Xiong et al. (1985) argue that diffusion analyses without con
sideration of natural or forced convection leads to overpredic-
tion of the effect of droplet interactions. 

Low Reynolds number flow for interacting particles has been 
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studied by Happel and Brenner (1965), Batchelor and Green 
(1972), and Jeffrey and Onishi (1984). Nonvaporizing arrays 
with forced convection at intermediate Reynolds number were 
studied by Tal and Sirignano (1982) and Tal et al. (1983,1984a, 
1984b). Spherical particles were aligned both in tandem and 
side-by-side with the gas flowing past them. Relative velocity 
was held fixed and steady-state solutions were obtained. A 
cylindrical-cell approach was employed to allow axisymmetric 
Navier-Stokes calculations to give approximate descriptions of 
the three-dimensional phenomena. These calculations showed 
that drag coefficients and Nusselt number decreased for the 
downstream droplets as the spacing between tandem droplets 
decreased. In other words, the downstream droplets were par
tially shielded by the wake of the forward droplet. As spacing 
between side-by-side droplets decreased, the local relative gas 
velocity and Reynolds number increases leading to an increase 
in convective transport and in friction drag. Therefore, the 
Nusselt number and drag coefficient increase beyond the iso
lated droplet values as the spacing between side-by-side drop
lets decreases. Note that surface regression (due to vaporization) 
and internal circulation were not considered so that the droplets 
here are essentially equivalent to solid particles. The studies 
of Tal et al. have considered up to four particles or droplets 
in tandem. In the case where there are no side-by-side particles 
and only tandem particles, the drag coefficient and Nusselt 
number of the first or upstream particle are generally ap
proximately equal to the isolated particle values. In all cases, 
the downstream particles experience reduced drag coefficient 
and Nusselt number from the first particle; furthermore, little 
difference occurs in the values for the second, third, and fourth 
particles in tandem. 

Studies on group vaporization have generally addressed only 
the first level of interaction. See, for example, Chiu and Liu 
(1971), Labowsky and Rosner (1978), Chiu et al. (1983), Suzaki 
and Chiu (1971), and Bellan and Cuffel (1983). Bellan and 
Harstad (1987, 1988) studied a cluster of droplets in a con
vective flow focussing on the build-up of fuel vapor and cooling 
of the gas. The work of Ryan et al. (1990) is an exception 
wherein correction factors accounted for the second level of 
interaction. Similarly the spray calculations, such as those ad
dressed in Section 3, have considered only the first level of 
interaction. A novel approach employing numerical simula
tions with a cellular automaton for dense sprays was recently 
introduced by Borghi and Loison (1992). 

Patnaik and Sirignano (1986) extended the work of Patnaik 
et al. (1986) to consider two droplets moving in tandem at 
constant spacing. The solution of the first droplet was cal
culated as if that droplet were isolated. Then, that solution 
for the wake was used as a free stream input to the downstream 
droplet. The weaknesses of this model are the omission of 
variation in spacing and upstream influence of the second 
droplet. Tong and Chen (1988) extended the cylindrical-cell 
model of Tal and Sirignano (1982) to include vaporization. A 
three-droplet linear (tandem) array was studied to obtain cor
relations for the Nusselt number. Kleinstreuer et al. (1989) 
employed a finite element analysis of the linear array to yield 
the drag coefficients of interacting spheres. Also, they used a 
boundary layer analysis for vaporizing droplets to simulate 
coupled transfer processes for three droplets in tandem. The 
analysis involves individual computations for the three spheres 
with coupling only through the determination of an effective 
temperature for the gas flow approaching the downstream 
droplets. Tsai and Sterling (1990) determined Nusselt number 
and drag coefficients for steady flow past a linear array of 
non-vaporizing spheres. They obtained results that were in 
qualitative agreement with Tal et al. (1983) and Tong and Chen 
(1988). All of the above analyses take advantage of axisym
metric flow. 

Raju and Sirignano (1990b) developed a transient axisym
metric finite difference analysis with a grid generation scheme 

Nondimensional Axial Position 

Fig. 26 Two-tandem droplet case: gas-phase velocity vector and liquid-
phase stream function (on top), and vorticity contours for both phases 
(on bottom). Time = 3.00, Re, = 80.31, Re2 = 85.84, R, = 1.00, R2 = 1.00, 
nondimensional spacing = 3.71. 

for two vaporizing droplets moving in tandem. They consid
ered variable density but otherwise constant thermophysical' 
properties in similar fashion to Patnaik et al. (1986). The 
extension beyond other studies for tandem droplets involves 
transient behavior (including unequal regression rates of the 
two droplet surfaces and temporal variation in droplet spacing 
due to differences in droplet drag and mass), fully coupled 
Navier-Stokes solution (allowing for complete coupling of in
ternal liquid flow and gas flow and for complete elliptic be
havior with upstream influence), and different initial sizes for 
the upstream and downstream droplets. They studied a limited 
range of initial values for Reynolds number, droplet spacing, 
and droplet radii ratio. The most interesting result was that 
there exists a critical ratio of the two initial droplet diameters 
below which droplet collision does not occur. If the ratio of 
the downstream droplet initial diameter to the upstream initial 
diameter is larger than the critical ratio, the reduced drag 
coefficient of the downstream droplet causes less deceleration 
and greater relative velocity with the gas for the downstream 
droplet. Therefore, collision is likely since the spacing decreases 
with time. Below the initial ratio, the reduced inertia of the 
downstream droplet causes the spacing to increase. The critical 
ratio is found to be less than unity and very weakly dependent 
upon initial Reynolds number. Recall, however, that Chiang 
et al. (1992) showed that constant thermophysical properties 
could lead to errors in the detailed prediction of the drag 
coefficients. These errors, of course, make the precise deter
mination of the critical ratio questionable. 

More recently, Chiang and Sirignano (1993a) and Chiang 
(1990) have extended the two-tandem-droplet calculation of 
Raju and Sirignano (1990b) to account for variable thermo
physical properties. A wider range of initial values for Reynolds 
number, droplet spacing, and droplet radii ratio were consid
ered. Also, correlations of the numerical results for drag coef
ficient, Nusselt number, and Sherwood number with Reynolds 
number, transfer number, spacing, and radii ratio were ob
tained. Furthermore, Chiang and Sirignano (1993b) have ex
tended the analysis to three droplets moving in tandem. 

The two-droplet results of Chiang and Sirignano are in qual
itative agreement with the findings of Raju and Sirignano. 
Figure 26 shows gas-phase velocity vector, liquid-phase stream 
function, and vorticity contours for both phases. The down
stream sphere is seen to be within the wake of the upstream 
sphere. Hence, the effective Reynolds number for the down
stream sphere is less than the Reynolds number for the up
stream sphere. The strength of the liquid-phase vortex and 
transport rates on the forward side are less for the downstream 
droplet than for the upstream droplet. Transport rates on the 
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Fig. 27 Surface temperatures, Nusselt number, and Sherwood number 

versus position on droplet surface for the two-tandom-droplet case. N-

decane liquid, 1000 K ambient temperature, 300 K initial droplet tem
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spacing. 
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Fig. 29 Center-to-center droplet spacing versus nondimensional time 

for various initial values for spacing D and radii ratio R2 
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28 Drag coefficient versus instantaneous Reynolds number for 

tandem-droplet case 

aft side of the droplet are greater for the downstream droplet 
than for the upstream droplet as shown by Fig. 27. 

The drag coefficient is displayed as a function of instan
taneous Reynolds number in Fig. 28. The reduction of the drag 
coefficient for the downstream droplet and the general ov-
erprediction of the constant-property solution are shown. The 
similarity between the drag coefficient of an isolated droplet 
and that of the lead droplet are shown also. Center-to-center 
spacing as a function of time is shown in Fig. 29 for various 
initial spacings D and various initial droplet radii ratio R2. The 
prediction of strong influence upon the downstream droplet 
at a spacing of sixteen droplet radii is consistent with the 
experimental findings of Temkin and Ecker (1989) who found 
influences up to thirty radii spacing. It is seen that a critical 
value of R2 can exist that distinguishes between increasing 
spacing and decreasing spacing with time. 

Chiang and Sirignano (1993a) obtained correlations for drag 
coefficients from their computational results as shown in Fig. 
28; also, correlations for Nusselt number and Sherwood num
ber were obtained. A linear regression model was employed 
to fit over 3000 data points. The correlations are normalized 
by the isolated droplet correlations given by Eq. (56) of Section 
2. The correlations for each of the droplets follow. 

For the lead droplet: 

^ = 0.877 Rer°3(l + BHy°-mD0Mg(R2) ~om 
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0.68 <Prm< 0.91; 1.48<Sc,„<2.44 

Chiang and Sirignano (1993b) considered three tandem va
porizing droplets of equal initial diameters. The qualitative 
conclusions of the two-droplet study generally apply to the 
behavior of the first two droplets. The drag coefficients and 
transport rates for the second and third droplets are signifi
cantly reduced below the lead droplet values which remain 
close to the isolated droplet values. The transport rates of the 
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x - y symmetry plane 

Fig. 30 Streamlines in symmetry plane for flow past two side-by-side 
spheres 

second and third droplets differ by a very small amount in 
general; however, the second droplet has a slightly lower drag 
coefficient than the third droplet. Correlations are reported in 
the paper. 

The two-tandem and three-tandem-vaporizing-droplet com
putational results are consistent with the non-vaporizing sphere 
results of Tal et al. who found little difference in drag coef
ficient for downstream particles in a tandem stream. Also, 
many experimental investigators have found that, in a long 
stream of equi-sized droplets moving in tandem with uniform 
initial spacing amongst the droplets, the spacing remains con
stant with time, implying equal drag coefficients. (Sangiovanni 
and Kesten, 1976; Nguyen et al., 1991; and Nguyen and Dunn-
Rankin, 1992). 

Asano et al. (1988) analyzed two tandem spheres in a steady 
flow with constant properties. The interactions are described 
in a simple manner using geometric factors. Nguyen et al. 
(1991) performed a computational and experimental study of 
droplets moving in tandem. Vaporization was not significant 
in their experiment due to low ambient temperatures and sat
urated vapors in the droplet stream vicinity. They found that 
a lead droplet and a trailing droplet of equal size will collide 
for small initial spacings which agrees with theoretical predic
tions including their own prediction. Further experimental 
studies on drag reduction and collisions for a small number 
of droplets moving in tandem are reported by Nguyen and 
Dunn-Rankin (1992). 

The interaction of two spheres moving side-by-side in par
allel, or approximately in parallel, is a three-dimensional phe
nomenon. Only a limited number of three-dimensional flow 
calculations for individual spheres have been made. Dandy 
and Dwyer (1989) considered steady, uniform shear flow past 
a heated sphere. Tomboulides et al. (1991) considered flow 
past a sphere with an unsteady wake. 

More recently, Kim et al. (1993) have studied three-dimen
sional flow over two identical spheres moving in parallel at 
constant velocity. The separation distance between the two 
sphere centers is held constant and the line connecting the 
centers is normal to the free stream velocity vector. Both liquid 
and solid spheres were considered at Reynolds numbers be
tween 50 and 150. The transient finite-difference calculations 
were made in one quadrant of the flow field, taking advantage 
of the two perpendicular planes of symmetry. The asymptotic 
results yielded the steady flow results. 

Figure 30 shows streamlines in the plane of symmetry con
taining the two sphere centers. In this case, the separation 
distance is small. It is seen that the flow through the gap 
between the neighboring spheres has a jetlike character and 
entrains the outer flow. On the foreside of the sphere in Fig. 
30, the stagnation point is perturbed from its position in an 
axisymmetric flow. As a result, the flow on the side closer to 
the neighboring sphere has a lower velocity and higher pressure 
than the axisymmetric case; on the other side, the velocity is 
higher and the pressure is lower than the axisymmetric ref
erence. On account of asymmetric deviations of pressure and 
surface friction, the spheres experience lift and torque as well 
as a modification of the drag due to the mutual interaction. 
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Fig. 31 Drag coefficients versus separation distance at several Reyn
olds numbers for flow past two side-by-side spheres 
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Fig. 32 Lift coefficients versus separation distance at several Reynolds 
numbers for flow past two side-by-side spheres 

The lift forces on the spheres result in a weak attraction at 
large separation distances and a strong repulsion at small sep
aration distances. The drag coefficient increases as the sepa
ration decreases. Figures 31 and 32 display drag and lift 
coefficients for liquid spheres. 

In another recent study, Kim et al. (1992) have considered 
the effects of drag and lift on the trajectories of two droplets 
of equal size and equal and parallel initial velocity. At large 
initial separation, the two droplets move slightly closer while, 
at small initial separation, the deflection due to repulsion was 
more significant. In both cases, the translation of the two 
droplets were nearly parallel. 

A general conclusion from the several studies is that colli
sions amongst droplets seem to have a low probability in a 
spray where the droplets are moving in a parallel direction or 
along divergent paths. The stability of droplets in a linear 
stream and the repulsive lift forces of nearby droplets moving 
in parallel tend to support this conclusion. 

Various types of collisions between two droplets are possible 
in a spray environment. Weak collisions such as grazing col
lisions can occur. We can have stronger "head-on" collisions, 
as determined by relative velocity (i.e., both droplets can be 
moving in any absolute direction). The stronger collisions can 
lead to one of several phenomena: permanent coalescence, 
coalescence with a vibration that leads to separation into two 
other droplets, coalescence and vibration with separation into 
two droplets plus smaller satellite droplets, shattering into many 
smaller droplets, or bouncing. An interesting experimental 
study of two colliding (water and normal-alkane) droplets has 
been made by Jiang et al. (1992). The three-droplet collision 
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is less interesting on account of its lower probability of oc
currence. 

Arguments are given by O'Rouke and Bracco (1980) that 
coalescence is an important factor in the dense spray region 
near the injection point. They developed an elaborate spray 
model accounting for collision and coalescence of droplets. 
Bracco (1985) and Reitz (1987) also discuss and employ this 
model. The model predicts increasing average droplet size with 
downstream distance from the injector; some experimental 
evidence of growing droplet size with distance is also cited. 
This reviewer is, however, rather skeptical because no fun
damental experimental study resolving the phenomena on the 
scale of the droplets within a spray context has been made. 
The work of Jiang et al. (1992), for example, involved only 
two droplets deliberately aimed at each other. Several other 
mechanisms could cause increasing average droplet size with 
downstream distance: (1) smaller droplets vaporize faster leav
ing the larger droplets; (2) condensation occurs in the cold, 
vapor-rich, dense spray region near the injector; and (3) the 
longer wavelength disturbances on the jet will take a longer 
Lagrangian time to grow and to yield the larger droplets. 

5 Droplet Interactions With Turbulence and Vortical 
Structures 

The interactions of a spray with a turbulent gas flow is very 
important in many applications (e.g., most power and pro
pulsion applications). Two types of studies exist. In one type, 
the global and statistical properties associated with a cloud or 
spray with turbulent field are considered. In the other type, 
detailed attention is given to how an individual particle behaves 
in a turbulent field. Some studies consider both perspectives. 
Most of the research work in the field has been performed on 
the former type of study. Faeth (1987) and Crowe et al. (1988) 
give helpful reviews of this type of research. 

5.1 Turbulent Spray Flows. The interactive turbulent 
fields can be separated into homogeneous turbulent fields and 
free shear flows (e.g., jets and mixing layers). In some theo
retical studies, two-dimensional vortical structures interacting 
with a spray have been examined. Most of the studies deal 
with situations where the contribution of the spray to the 
generation of the turbulence field is secondary. That is, there 
exists a forced gas flow whose mass flux and kinetic energy 
flux substantially exceeds the flux values for the liquid com
ponent of the dilute flow. The turbulence kinetic energy flux 
of the gas flow is much less than the mean kinetic energy flux 
of the gas flow and is comparable to the mean kinetic energy 
of the liquid flow. Therefore, the turbulent field is much more 
likely in this situation to receive kinetic energy transferred from 
the mean gas flow than kinetic energy transferred from the 
mean liquid flow. An exception to this situation would be a 
liquid-propellant rocket motor where all of the forced flow is 
initially in liquid form. In this case, the turbulent kinetic energy 
appears directly or indirectly through transfer from the mean 
kinetic energy of the liquid. The direct transfer is defined to 
be the type where turbulent fluctuations in the liquid flow or 
boundary layer and wake instabilities in the gas flow past the 
liquid (e.g., vortex shedding over droplets) cause the gas-phase 
turbulent fluctuations. Indirect transfer is the case whereby 
vaporization causes the mean kinetic energy of the liquid to 
be transformed into mean kinetic energy of the vapor which 
in turn gets partially transferred to turbulent kinetic energy of 
the gas. 

Dispersion of particles or droplets in a turbulent field has 
been a subject of major research interest over the past few 
decades. Hinze (1975) discusses the rudimentary aspects of 
fluid and particle dispersion. According to Hinze (1975), the 
first analytical work on particle motion in a turbulent field 
was performed by Tchen who took the equation for particle 

motion derived by Basset, Boussinesq and Oseen and applied 
it to a particle in a homogeneous turbulent field. Stokes drag, 
pressure gradient force, virtual mass, and the Basset correction 
were considered in the analysis. The equation of particle mo
tion will be discussed later in this section. Implicitly, the anal
ysis is limited to low droplet Reynolds number, to cases where 
the turbulent eddy is large compared to the particle size, and 
to cases where the particle remains in the same eddy for its 
lifetime. Hinze explains how others have relaxed the last re
striction. Based upon the works discussed in Sections 2 and 3 
of this paper, we know how to extend the prediction of droplet 
or particle motion to higher Reynolds number. The second 
restriction is a major one; there are practical situations where 
the droplet or particle size is comparable to the smallest (Kol-
mogorov) scale of turbulence. Therefore, the droplet experi
ences not only a temporal variation in its local free stream but 
nonuniformity as well. 

Faeth (1987) has compared three types of two-phase models 
for turbulent flows: locally homogeneous flow (LHF), deter
ministic separated flow (DSF), and stochastic separated flow 
(SSF). He prefers SSF for practical dilute sprays; that model 
considers finite interphase transport rates and uses random-
walk computations to simulate turbulent dispersion for the 
dispersed phase. 

Crowe et al. (1988) review both time-averaged and time-
dependent free shear flows of two phases. The time-dependent 
methods capture the instantaneous flow and can better cal
culate particle trajectories. In the time-averaged method, a 
steady flow with gradient diffusion is usually considered. 

Elghobashi and Abou-Arab (1983) developed a two-equation 
turbulence model for two-phase flows that eliminated much 
of the ad hoc character of simulating the character of the 
interaction between the two phases in a turbulent flow. While 
the formulation is derived from continuity and momentum 
equations, modeling at third order is necessary to achieve clo
sure. The resulting equations describe the turbulent kinetic 
energy and the dissipation of the turbulent kinetic energy for 
the continuous phase. Elghobashi et al. (1984) applied the two-
equation model to a particle-laden jet calculation and dem
onstrated respectable agreement with experiment. They showed 
that additional dissipation of the flow results in this two-phase 
case. Mostafa and Elghobashi (1985a,b) extended the model 
to account for vaporization. Rizk and Elghobashi (1985) stud
ied the motion of a spherical particle near a wall accounting 
for the effects of lift and the modification of drag. Rizk and 
Elghobashi (1989) extended the two-phase, two-equation tur
bulence model to account for confined flows with wall effects. 

The above mentioned research by Elghobashi and coworkers 
has employed Eulerian formulations for both the dispersed 
and continuous phases. Gosman and Ioannides (1981), Mos
tafa and Mongia (1988), Mostafa et al. (1989), and Berlemont 
et al. (1991) have employed a stochastic Lagrangian method 
for the dispersed phase, together with a two-equation turbu
lence model for the continuous phase. The first study did not 
account for the modification of the two-equation turbulence 
model due to the presence of the second phase. Maclnnes and 
Bracco (1992a) have examined stochastic dispersion models 
for non-vaporizing sprays. They considered several cases of 
homogeneous turbulence and of shear flows. Concerns were 
raised about many existing models that predicted eventual non
uniform distribution of particles in a flow that initially pos
sessed a uniform distribution. An approximate correction is 
derived. The work is extended to include the effects of finite 
particle response time by Maclnnes and Bracco (1992b). 

Squires and Eaton (1989, 1991), Elghobashi (1991), and 
Elghobashi and Truesdell (1991, 1992, 1993) have analyzed 
two-phase flows by direct numerical simulation (DNS) of iso
tropic homogeneous turbulent flows. Squires and Eaton used 
only Stokes drag as the force on the particle and considered 
both one-way and two-way couplings of the two phases with 
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Fig. 33 Map of flow regimes In turbulent particle-laden flows from 
Elghobashi (1991) 

regard to the turbulent field. Figure 33 from Elghobashi (1991) 
shows the domains of various types of coupling between the 
phases. The three parameters in the map are the ratio of the 
droplet kinematic response time to the Kolmogorov time scale, 
the ratio of the droplet response time to the integral time scale 
for turbulence, and the ratio of the average distance between 
neighboring droplets to the droplet diameter. The two time 
ratios are plotted on the ordinate while the length ratio is 
plotted on the abscissa. Volume fraction which is immediately 
determined from the length ratio is also shown. Elghobashi 
and Truesdell considered viscous and pressure drag, pressure 
gradient and viscous stress forces on the particle, Basset cor
rection, gravity, and virtual mass. One-way coupling was con
sidered by Elghobashi and Truesdell (1992) while two-way 
coupling was considered in their other papers (1991, 1993); the 
particles did not modify the turbulent field substantially for 
dilute flows. Lagrangian methods were employed to calculate 
particle trajectories. At zero gravity and short dispersion times, 
inertia caused particle dif fusivity to exceed the fluid diffusivity. 
Both gravity and inertia reduced lateral dispersion. At low 
frequencies, particle energy remains higher than the fluid en
ergy. Particle energy is lower than fluid energy in the mid-to-
high frequency range. Drag and gravity tended to be the dom
inant forces. The Basset correction was the next largest force 
term but generally an order of magnitude smaller. 

Some theoretical studies have been performed on time-de
pendent behavior within mixing layers and jets laden with 
particles or droplets. Generally, inviscid vortex methods for 
the dispersed phase are employed. Coupling between the hy
drodynamics of the two phases is assumed to be one-way only. 
Chein and Chung (1987) emphasized the effects of vortex pair
ing in a mixing layer. The pairing was found to enhance the 
entrainment and dispersion of the particles. They found op
timal dispersion in the mid-range of the Stokes number (ratio 
of particle aerodynamic response time to the flow characteristic 
time). Chung and Troutt (1988) extended the method to jet 
flows. They noted the importance of the large-scale component 
of turbulence in the dispersion process. 

Interesting experimental work on particle dispersion in mix
ing layers has been performed by Lazaro and Lasheras (1989, 
1992a, 1992b) for flows with and without acoustic forcing. In 
the unforced case, a similarity for particle dispersion inde
pendent of particle size is found if the coordinates are nor
malized by a length proportioned to a density ratio times a 
Reynolds number times a diameter. Both experimental and 
theoretical evidence from Lazaro and Lasheras (1989), Chung 
and Troutt (1988), Chein and Chung (1988), and others in
dicates that the dispersion of particles with high inertia can 
exceed that of passive scalars. This agrees with the previously 
cited DNS results for homogeneous turbulence. 

Rangel (1990, 1992) extended the vortex method to consider 
heat transfer and vaporization of the droplets as well as dis
persion. Vortex pairing was also considered in a planar, tem
poral mixing layer with one-way coupling. The larger droplets 
tended to be less sensitive to the vortical structure on account 
of their higher inertia. The smaller droplets were more easily 
entrained but tended to vaporize completely before vortex pair
ing had a significant effect. The gas temperature and vapor 
mass fraction fields were determined by finite-difference Eu-
lerian computations with the droplets serving as sources and 
sinks. Vortex-dynamical methods were employed to calculate 
gas velocity while the droplet properties were calculated by 
Lagrangian discrete-particle methodology. The effects of drop
let kinematic inertia were carefully examined. Figure 34 dem
onstrates the droplet motion and the vapor mass fraction 
contours in a case where three initially parallel droplet streams 
are moving through a temporally developing, two-dimensional 
mixing layer. Droplet and gas properties are averaged in the 
third dimension. Rangel and Continillo (1992) considered va
porization and ignition for the two-dimensional interaction of 
a viscous line vortex with a fuel droplet ring or cloud. The 
effects of chemical kinetic and vaporization parameters on the 
ignition delay time were determined. Bellan and Harstad (1992) 
recently modeled a cluster of droplets embedded in a vortical 
structure. The cluster and the vortex were assumed to convect 
together which differs from the previous studies. Centrifugal 
effects caused fuel vapor to accumulate in the vortex core. 

In general, much remains to be determined about the mod
ulation of both the mean flow and the turbulent fluctuations 
or vortical structures by the spray of droplets or cloud of 
particles. In different situations, the presence of droplets or 
particles can either enhance or reduce turbulence. More anal
yses with two-way coupling are necessary. 

5.2 Individual Droplet Behavior in a Turbulent Flow. Rel
atively little research has been performed on the interaction 
of turbulent eddies with individual droplets or particles. An 
important parameter is the ratio of the turbulent length scale 
to the droplet diameter. Existing theories typically assume that 
the droplet is much smaller than the turbulent length scale; 
i.e., Rk«\ for all values of the wavenumber k in the tur
bulence spectrum. In this limit, a quasi-uniform free stream 
is experienced by the droplet. Of course, temporal changes can 
still occur in the free stream. However, it can be shown that, 
for many flow devices that operate at high Reynolds number, 
the Kolmogorov scale actually becomes of the order of 100 
microns and compares with the droplet size. 

A second important parameter is the ratio of the charac
teristic time for change in the velocity fluctuation to the res
idence time for the gas (continuous phase) flow past the droplet. 
If U is the mean relative droplet velocity and u' is the velocity 
fluctuation of the gas, this ratio is given by U/u 'Rk. For values 
of order unity or smaller, the flow over the droplet is unsteady. 
Only when the ratio is large compared to unity can the quasi-
steady flow assumption be made. In that case and with 
Rk«l, the values of the drag and lift coefficients and the 
Nusselt and Sherwood numbers are not affected by the tur-
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Fig. 34 Temporal development of vapor mass fraction contours and 
droplet position with three droplet streams moving through a temporally 
developing two-dimensional mixing layer 

bulent flow. (Note that the aerodynamic forces and the trans
port rates would still be affected by the turbulent fluctuations.) 

The conventional practice is to use certain corrections on 
the drag force for unsteadiness in the relative droplet velocity. 
Neglecting gravity, we can write 

4TT 
-pfii 

xdup 

dt 
-6irfiR(u- up)+-irpR 

+ 6R (93) 

The second term is the apparent mass term that accounts for 
the inertia of the gas in the boundary layer and wake of the 
droplet. It is negligible when the gas density is much smaller 
than the liquid density (which is usually the case). The third 
term is the Basset correction force; within the context of a low 
Reynolds number flow, it corrects for temporal variations in 
the relative velocity. It can be shown by an order of magnitude 
argument that this correction is negligible if the second (time 
ratio) parameter mentioned above is large compared to unity. 

Equation (93) is seriously flawed for application to sprays 
in turbulent flows in spite of its extensive use. It does not 
account for situations with high wavenumber where Rk is of 
order unity or larger. It also requires correction for higher 
Reynolds number, correction for effects of vaporization and 
Stefan flow, and corrections for the proximity of other drop
lets. In the quasi-steady and quasi-uniform limit, these cor
rections have been discussed in Sections 2, 3, and 4. If values 
of both the first and second parameters are large, a nonuniform 
but quasi-steady flow is obtained. As discussed in Section 4, 
some studies of these three-dimensional flows have been made. 
However, in general, substantially more research is required 
here. 

It should be understood that some velocity fluctuations in 
the wavenumber range where Rk is of order unity will be 

generated at sufficiently high droplet Reynolds number. We 
can expect that vortex shedding of the flow over a droplet can 
occur producing eddies of a size of the same order of magnitude 
as the droplet. 

Little research has been performed on convective heat and 
mass transport in turbulent spray flows. On account of its 
relevance to combustion instability in liquid-fueled and liquid-
propellant systems, a substantial amount of research has been 
performed on the impact of long wavelength (Rk« 1) fluc
tuations on a spray (Strahle, 1964, 1965a, 1965b, 1966; Priem, 
1963; Priem and Heidmann, 1960; Heidmann and Wieber, 
1965, 1966; Harrje and Reardon, 1972; Tong and Sirignano, 
1989). The fluctuations of transport rates in this case with 
uniform but temporally varying free streams approaching the 
droplet has been found to be significant. Extension of these 
analyses to the high wavenumber domain is necessary to un
derstand fully the behavior of sprays involved in heat and mass 
exchange with a turbulent flow. 

6 Concluding Remarks 

Engineering design can benefit from the advances of the past 
decade discussed in this review. For example, the models for 
droplet vaporization, heating, and acceleration can be added 
to existing codes. While droplet lifetimes do not vary sub
stantially from one model to the next, the instantaneous va
porization and heating rates and the acceleration do vary 
significantly. Therefore, the trajectories and vapor concentra
tion as a function of time and position within a flow chamber 
or flow field can vary substantially depending on the particular 
model. The accuracy of the model becomes more important 
in situations where multicomponent liquids are present, local 
heat losses to the walls must be predicted, or flammability 
limits in a combustion chamber must be predicted. 

The spray formulations discussed in Section 3 provide mech
anisms for developing scientific insight and for improvements 
in engineering analysis and design. Numerical errors can be 
diminished following the guidelines. Also, resolution can be 
optimized with consideration given to the various trade-offs. 
It still remains for issues of droplet interactions in dense sprays 
and of turbulence-droplet interactions to be completely in
cluded in the spray analysis. It is expected that, in the not-
too-distant future, a fuller spectrum of these types of inter
actions can be addressed in the formulations of the spray 
equations to be used in practice. 

The behavior of a spray flow has been shown to be complex 
and to involve many length and time scales. There are many 
distinct subdomains in the flow and many challenging ana
lytical and computational issues. The topic of spray flow still 
requires more research. Some comments and suggestions on 
these needs follow. 

There is a glaring lack of experimental data that resolves 
the flow in the boundary layer, wake, and internal liquid of 
a droplet. One promising development is the laser based tech
nique (Melton and Winter, 1990) that demonstrates qualita
tively the presence of the internal circulation of the droplets. 
It can provide the basis for further experimental developments. 
Recently, interesting non-intrusive liquid interior temperature 
measurements have been made by Wells and Melton (1990), 
Hanlon and Melton (1992), and Zhang and Melton (1993). 
There is qualitative agreement between theory and experiment 
on these measurements. 

In all analyses and calculations to date, only spherical drop
lets have been considered. The more realistic situation is that 
the larger droplets (more precisely droplets with large Weber 
numbers) will distort and the solution requires the determi
nation of the interface shape and location. Droplet distortion 
and possible break-up into smaller droplets is a problem of 
major practical importance, demanding substantial advances 
in computational methodologies. Droplet distortion results 
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when the surface-tension force becomes smaller than the pres
sure and shear forces on the droplet surface. The issue of the 
determination of the liquid-gas interface is one of the major 
analytical challenges in the field of nonlinear mechanics. In 
the extreme of droplet distortion, the issue of the droplet break
up into smaller droplets becomes important. 

Another challenge concerns droplet vaporization at near-
critical and supercritical pressures. The critical point for a 
mixture depends strongly upon the composition and critical 
pressure values can be greater for a mixture than for any of 
its components. Therefore, certain portions of the field can 
be supercritical while other portions are subcritical even when 
the pressure is uniform. Droplets can exist therefore even if 
the pressure is higher than the critical pressure for any of the 
gas or liquid components. These calculations are very sensitive 
to the approximations employed for the equation of state and 
for the thermodynamic properties. A limited number of studies 
at spherically symmetric conditions exist but extensive study 
of the axisymmetric droplet and of the spray situation are 
needed. 

The surface tension becomes greatly reduced as the critical 
point is approached; therefore, the near-critical behavior is 
complicated by the distortion of the droplet shape. Also, am
bient gases more readily dissolve in the liquid as the critical 
point is reached. The liquid phase becomes multicomponent 
and liquid-phase mass diffusion becomes important. 

More than one species can be present in the liquid phase 
either on account of initial conditions or due to absorption 
from the gas phase. In such cases, the liquid-phase mass dif
fusion must be considered through species-continuity equa
tions for the liquid. In addition, a phase-equilibrium interface 
condition is required for each liquid component. The major 
computational complication is not the addition of another 
equation but rather the addition of a new and longer char
acteristic time. The Lewis number for a common liquid is 
typically greater than ten. Therefore, finer spatial and temporal 
resolution is required for the liquid phase when mass diffusion 
becomes important there. 

One of the computational challenges before us involves the 
study of split operators that will expedite these spray calcu
lations wherein the liquid-phase characteristic time can be much 
larger than the gas-phase times. The liquid-phase calculations 
could be performed with larger time steps than for the gas-
phase calculations. 

Another challenge relates to the nucleation of vapor within 
the droplet. This internal gasification becomes possible with 
a multicomponent mixture when the phase equilibrium at some 
internal point yields a vapor pressure (for a given local tem
perature and liquid composition) that exceeds the total pressure 
at the point of nucleation. This gasification, at the extreme, 
could result in a destruction of the droplet into smaller droplets. 
In order to analyze this gasification and microexplosion, the 
ability to treat moving nonspherical boundaries must be de
veloped. Even then, the phenomenon might occur on such a 
fine scale that subgrid modeling is required. 

Another interesting challenge involves slurry droplets wherein 
solid particles exist in the liquid. Often, small metal or coal 
particles are mixed with liquid fuels to obtain very high energy 
densities. These particles have kinematic and thermal inertias 
so that momentum and energy exchanges with the liquid are 
nontrivial. 

One important need is to address further corrections with 
the point-source approximation. First, correction is needed in 
the dense spray situation where total liquid volume in a given 
domain is not negligible compared to the gas volume. Second, 
the correct application of the ambient conditions for the subgrid 
droplet model must be pursued. 

The full two-way coupling of turbulent gas flows with the 
spray must be studied further. Only limited studies of this 
important interaction have been made. Another key problem 

in certain applications involves the distortion, shattering, or 
coalescence of droplets. Spray calculation methodology should 
be developed to treat this phenomenon. While some studies 
of radiative heating of a spray have been performed, there is 
a need for further study. 

Other interesting extensions involve three-dimensional con
figurations and highly compressible (including supersonic) gas 
behavior. Little or nothing has been analyzed for sprays in 
these situations.. 

Typically, liquid is injected as a jet to form the spray. Our 
current analytical capability allows only for the prescription 
of some upstream boundary conditions giving initial droplet 
sizes and velocities. There is a major need to develop a pre
dictive capability for the primary atomization process. This 
would allow for the analysis of the spray formation processes. 

Another major challenge involves our capability to deter
mine spacing between neighboring droplets in a computation
ally efficient manner. Currently, the only clear option is to 
scan the positions of all droplets in a calculation and, thereby, 
tediously determine minimum distances. This tedious route has 
not been followed in practice. The need exists in a dense spray 
to determine these spacings since the droplet drag, lift, torque, 
heating rate, and vaporization rate will depend upon this spac
ing. 
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Relaxation of the Turbulent 
Boundary Layer After an Abrupt 
Change From Rough to Smooth 
Wall 
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Measurements of velocity and turbulence intensity profiles and skin friction coef
ficient are presented for turbulent flat-plate boundary layer flow over a test surface 
with a rough-to-smooth step change in surface roughness. The first 0.9 m length of 
the test surface is roughened with 1.27 mm diameter hemispheres spaced 2 base 
diameters apart in a uniform staggered array, and the remaining 1.5 m length is 
smooth. The profiles are compared with previous data for all-rough cases under 
closely matched conditions in the same facility. The skin friction data are compared 
with previous data for both all-rough and all-smooth cases. 

Introduction 
The results of fluid mechanics measurements in the turbulent 

boundary layer over a flat plate with the first 0.9 m length 
roughened with 1.27 mm diameter hemispheres and the re
maining 1.5 m length smooth are reported. Measurements of 
velocity and turbulence intensity profiles and skin friction coef
ficient distributions are presented for turbulent boundary layer 
flow over a test surface with a rough-to-smooth step change 
in surface roughness. Engineering applications where surfaces 
have a wide variation in the size and character of the roughness 
are inservice turbine blades and atmospheric boundary layers. 
R. P. Taylor (1990) measured the surface roughness on inser
vice aeroengine turbine blades and found the roughness height 
to vary as much as an order of magnitude around the blades. 
In addition, the statistical character of the roughness was found 
to vary greatly. There are many applications in the atmospheric 
boundary layer where the surface is part rough and part smooth. 
The land-sea interface is an often named example. 

Because of the wide array of applications and fundamental 
interest, there have been several extensive experimental studies 
of turbulent flow over surfaces that were part rough and part 
smooth, and the basic character of such flows is understood. 
The measurements presented here were taken in support of 
convective heat transfer experiments which were motivated by 
concern over the use of smooth heat flux gages to measure the 

'Data have been deposited to the JFE Data Bank. To access the file for this 
paper, see instructions on p. 542 of this issue. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
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August 8, 1991; revised manuscript received October 27, 1992. Associate Tech
nical Editor: D. M. Bushnell. 

heat transfer rate on otherwise rough gas turbine blades. Of 
particular interest for this work were the Space Shuttle Main 
Engine fuel pump turbine blades, which have rough coatings 
with an rms height of about 15 /xm. This is very rough con
sidering that the boundary layer thickness is about 0.5 mm. 
Heat transfer tests on these components are often conducted 
by installing small (about 1 mm diameter) heat flux gages. 
These gages usually are much smoother than the surrounding 
surface. 

The fluid mechanics measurements presented here for all-
smooth, all-rough, and rough-to-smooth cases were taken in 
the same facility, with the same roughness, and with the same 
instruments and, therefore, comparisons can be made directly 
with a high degree of confidence. The roughness is a well 
defined three-dimensional distributed roughness and comple
ments the previous laboratory experiments which were taken 
with sand or two-dimensional rib roughness. 

A good recent review of the literature is given by Smits and 
Wood (1985). A previous review was given by Tani (1968). A 
review article on turbulent flow over rough surfaces in general 
is given by Raupach et al. (1991). The companion heat transfer 
data from the present experiments have been presented in part 
as R. P. Taylor et al. (1991a, 1991b). 

Experimental Apparatus and Measurements 
The experiments were performed in the Turbulent Heat 

Transfer Test Facility (THTTF). Complete descriptions of the 
facility and its qualification are presented in Coleman et al. 
(1988) and Hosni et al. (1991). This facility is a closed-loop 
wind tunnel with a free-stream velocity range of 6 to 67 m/s. 
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Fig. 1 Descriptions of the rough-to-smooth test surface and the rough
ness shape for the hemisphere roughened surface 

The temperature of the circulating air is controlled with an air 
to water heat exchanger and a cooling water loop. Following 
the heat exchanger the air flow is conditioned by a system of 
honeycomb and screens. 

The bottom wall of the nominally 2.4 m long by 0.5 m wide 
by 0.1 m high test section consists of 24 electrically heated flat 
plates which are abutted together to form a continuous flat 
surface. The plates are assembled using dowels to form a con
tinuous flat test surface with an allowable vertical mismatch 
at the joint between two plates of 0.013 mm. Figure 1 shows 
a schematic diagram for the test surface used in these exper
iments. The first 0.9 m of the test section was roughened with 
1.27 mm diameter hemispheres, and the remaining 1.5 m length 
was smooth. The roughness elements were spaced 2 base di
ameters apart in a staggered array as shown in the figure. 

The top wall can be adjusted to maintain a constant free-
stream velocity. An inclined water manometer with resolution 
of 0.06 mm is used to measure the pressure gradient during 
top wall adjustment. Static pressure taps are located in the side 
wall adjacent to each plate. The pressure tap located at the 
second plate is used as a reference, and the pressure difference 
between it and each other tap is minimized. For example, the 
maximum pressure difference for the 43 m/s case was 0.30 
mm of water. 

The boundary layer is tripped at the exit of the 19:1 area 
ratio nozzle with a 1 mm x 12 mm wooden strip. This trip 
location is immediately in front of the test surface. 

Profile Measurements. The profiles of mean velocity, u, 
and longitudinal velocity fluction, u'2, were taken with a DAN-
TEC 55P02 horizontal hot-wire. At each measurement posi
tion, 1000 instantaneous anemometer output voltage readings 
were taken 0.01 second apart and converted into velocities 
using a fourth order least squares calibration equation. The 
mean of the 1000 velocities was used as the mean velocity at 

that location, and the variance was taken as u'1. According 
to Coleman et al. (1988) the overall uncertainties are ±2 per = 
cent for u and ±5 percent for u'2. Near the wall the high 
turbulence intensity results in large pitch and yaw angles. The 
uncertainty in the hot-wire measurements near the wall are, 
therefore, greater than those quoted above. 

All velocity and turbulence measurements were made in the 
region above the roughness elements. For these three-dimen
sional roughness elements, the turbulent mixing is very vig
orous and sp'acial variations are mixed out at the profile 
locations. No distinction could be made between element crests 
and valleys at the profile level. 

Skin Friction Coefficient Measurement. The skin friction 
coefficients, Cf, over the smooth-wall surface were determined 
using a 1.6 mm inside diameter, 3.2 mm outside diameter 
Preston tube. The difference between the total pressure at the 
Preston tube and the undisturbed static pressure at a tap in 
the sidewall at the same x-location was measured with cali
brated pressure transducers. This difference in pressure was 
used with Patel's (1965) calibration equation to solve for the 
skin friction coefficient. 

The Preston tube method of determining the skin friction 
coefficient is valid only for smooth-wall turbulent boundary 
layer flows. The technique depends upon the assumption of a 
universal law of the wall common to smooth wall turbulent 
boundary layer flows. The region just downstream of the step 
change in surface roughness does not have a well developed 
smooth-wall inner layer. Therefore, an additional uncertainty 
for the Preston tube measurements of skin friction coefficient 
made in this region exists. However, as shown in J. K. Taylor 
et al. (1991), the inner layer develops quickly for this experi
ments, and all of the Preston tube measurements, with the 
exception of those made at the first smooth plate, are consid
ered to be valid determinations with uncertainties of ± 6 per
cent (Coleman et al., 1988). 

Results 
All of the fluid mechanics results presented below are for 

zero pressure gradient, isothermal, incompressible boundary 
layer flow of air with a free-stream velocity of 12 m/s. These 
data are compared with data from all-rough, Hosni et al. 
(1989), and all-smooth, Coleman et al. (1988), experiments 
which were collected in the same apparatus using the same 
instruments. The complete discussion is given in J. K. Taylor 
et al. (1991) along with data for a freesteam velocity of 58 m/ 
s. 

The abrupt change in roughness is often scaled in terms of 
the factor M=ln(z01/£02) where z0i is the term in the rough-
wall logarithmic velocity profile 

(1) 

Nomenclature 

Cf = skin friction coefficient 
da = roughness element base 

diameter 
d(y) = local roughness element 

diameter 
k = roughness element height 
L = roughness element spacing 

M = change in roughness factor, 
In(z<,i/Zo2) 

u = mean longitudinal velocity 

* 
u u 

u + 

c/„ 
X 

y 

y+ 

= friction .velocity, U^(Cf/2)Vi 
= longitudinal velocity fluctua

tion 
= nondimensional u, u/u*) 
= freestream velocity 
= axial distance from nozzle 

exit 
= coordinate normal to the 

wall surface 
= nondimensional y, yu*/v 

z 
Zoi 

Z02 

Az 

K 

V 

= transverse coordinate 
= term in rough-wall logarith

mic velocity profile, Eq. (1) 
= term in smooth-wall loga

rithmic velocity profile 
= apparent origin of rough-

wall velocity profile 
= constant in logarithmic law 

of the wall—taken as 0.41 
= kinematic viscosity 
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Fig. 2 Composite plot of y versus o/t/„ for the rough-to-smooth and 
all-rough surfaces for l/„ = 12 m/s 
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Fig. 3 Mean velocity profiles for the rough-to-smooth surface compared 
with the smooth wall law of the wall for U„ = 12 m/s 

with Az being the apparent origin of the rough-wall velocity 
profile and where z02 is the equivalent term in the smooth-wall 
velocity profile. Using a velocity profile from the region just 
upstream of the rough-to-smooth intersection, Az is deter
mined by finding the value that gives a constant value of 

Zoi=(.y~te) exp(-Kii+) (2) 
in the logarithmic region of the velocity profile. For the 12 
m/s case in this paper, this value was Az = 0.15 mm. This gives 
a zoi value of 0.00315 mm. Using the smooth-wall law of the 
wall velocity profile, the value of z02 is computed at the same 
Reynolds number. This gives a ratio of z01/zo2 = 23.3 and a 
value of M=ln (z0i/Zo2) = 3.15. 

Figure 2 shows a composite plot of the boundary layer mean 
velocity profiles plotted in y versus u/U„ coordinates. These 
profiles are measured at locations 0.95, 1.05, 1.35, 1.55, 1.75, 
and 1.95 m downstream of the test section leading edge with 
the rough-to-smooth interface at 0.90 m. The u/U„ abscissa 
is plotted with a multiple origin to show the progression of 
the velocity profiles downstream of the rough-to-smooth in
terface. The plot also shows the corresponding rough-wall 
velocity profiles under carefully matched flow conditions for 
the identical locations. The origin for the y coordinate in the 
rough-wall profiles is the base smooth wall between the rough
ness elements as shown in Fig. 1. Figure 3 shows the rough-
to-smooth velocity profiles in inner region coordinates u + =u/ 
(U„ VC/2) and y+ =yU„ y]Cf/2/v. These figures show that 
after the interface, the velocity profile is quick to deviate from 

y [cm] 

Rough-to-smooth I 
All-rough 1.75 m 1.95 m 

Fig. 4 Axial turbulence intensity profiles for the rough-to-smooth and 
all-rough test surfaces at increasing x-locations plotted on a shifted axis 
for U„ = 12m/s 
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Fig. 5 Comparison of skin friction coefficient versus x for the rough-
to-smooth, all-rough, and all-smooth surfaces for t/„, = 12 m/s 

the rough-wall profile near the wall, however, there is quite a 
distance before the fully smooth wall profile is obtained. 

Figure 4 shows the turbulence intensity profiles plotted in 

coordinates y versus -y u /U«, on a multiple origin plot. The 
sharp near-wall peak typical for smooth-wall profiles is seen 
for all x locations after the step. Also shown on this plot are 
the rough-wall profiles for the same x-locations. The near-wall 
regions for the rough-to-smooth case quickly deviate from the 
all-rough scheme. However, the flow still has the rough-wall 
characteristics further out in the wake region for a considerable 
distance downstream. 

Local skin friction coefficients were determined along the 
smooth-wall portion of the test surface using Preston tube 
measurements. Figure 5 shows the skin friction coefficient 
distribution for the rough-to-smooth surface at a freestream 
velocity of 12 m/s. Also shown on the plot are the all-rough 
data from Hosni et al. (1989) and the all-smooth wall data 
from Coleman et al. (1988). Hosni's rough-wall data have an 
uncertainty of ± 10 percent. The values of Cjdetermined from 
the Preston tube method have an uncertainty of ±6 percent 
except for the value at the first smooth plate, as discussed 
above. The values of C/ fall below the smooth-wall values 
immediately after the rough-to-smooth interface and then rise 
back to the smooth-wall values. Schofield (1981) found similar 
trends in his compilation of the available data. Data at 58 m/ 
s in the THTTF showed a similar trend. 
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Summary and Conclusions 
A step change in surface roughness from rough to smooth 

has been shown to have a dramatic effect on the turbulent 
boundary layer. After the step change in roughness the skin 
fricition coefficient falls below the all-smooth wall values at 
the equivalent x-location and then gradually increases ap
proaching the all-smooth values far downstream of the inter
face. Mean velocity and turbulence intensity profiles show the 
flow to rapidly assume smooth-wall-like behavior near the wall 
while requiring more distance to assume a complete smooth-
wall behavior. 

JFE Data Bank Contributions 
The experimental data for the velocity and turbulence in

tensity profiles and for the skin friction coefficient distribu
tions presented in this paper are being added to the Journal 
of Fluids Engineering, Data Bank. 
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Measurement and Calculation of 
Fluid Dynamic Characteristics of 
Rough-Wail Turbulent Boundary-
Layer Flows 
Experimental measurements of profiles of mean velocity and distributions of bound
ary-layer thickness and skin friction coefficient from aerodynamically smooth, tran-
sitionally rough, and fully rough turbulent boundary-layer flows are presented for 
four surfaces—three rough and one smooth. The rough surfaces are composed of 
1.27 mm diameter hemispheres spaced in staggered arrays 2, 4, and 10 base diameters 
apart, respectively, on otherwise smooth walls. The current incompressible turbulent 
boundary-layer rough-wall air flow data are compared with previously published 
results on another, similar rough surface. It is shown that fully rough mean velocity 
profiles collapse together when scaled as a function of momentum thickness, as was 
reported previously. However, this similarity cannot be used to distinguish roughness 
flow regimes, since a similar degree of collapse is observed in the transitionally 
rough data. Observation of the new data shows that scaling on the momentum 
thickness alone is not sufficient to produce similar velocity profiles for flows over 
surfaces of different roughness character. The skin friction coefficient data versus 
the ratio of the momentum thickness to roughness height collapse within the data 
uncertainty, irrespective of roughness flow regime, with the data for each rough 
surface collapsing to a different curve. Calculations made using the previously 
published discrete element prediction method are compared with data from the 
rough surfaces with well-defined roughness elements, and it is shown that the cal
culations are in good agreement with the data. 

Introduction and Background 
Both the fluid dynamics and thermal characteristics of a 

flow field are affected by the shape and surface condition of 
a solid wall. Many surfaces of engineering interest such as re
entry vehicles, missiles, ship hulls, heat exchangers, and piping 
systems are rough in the aerodynamic sense. Both skin friction 
and heat transfer can be significantly larger for a turbulent 
flow over a rough surface compared with an equivalent tur
bulent flow over a smooth surface. In light of the broad appl
icability and importance of the effects of surface roughness, 
there is significant engineering interest in detailed studies con
cerning the performance and structural features of turbulent 
flows over rough surfaces. Also development of accurate pre
dictive models for fluid mechanics and heat transfer in tur
bulent flow over rough surfaces are of interest. Such efforts 
require experimental data for a range of roughness conditions. 

The work reported herein is concerned with experimental 
mean velocity profiles and boundary-layer thickness and skin 
friction coefficient distributions in aerodynamically smooth, 
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transitionally rough, and fully rough flow regimes. Experi
ments are reported for incompressible flow of air over three 
rough surfaces for a range of free-stream velocities which gives 
x-Reynolds numbers up to 9,000,000. The three rough surfaces 
are composed of 1.27 mm diameter hemispherical elements 
spaced 2, 4, and 10 diameters apart, respectively, in staggered 
arrays on otherwise smooth walls. The data are discussed and 
compared with previously published rough surface data. 

Due to the importance of the effects of surface roughness 
and the wide array of applications, there have been many 
experimental studies of turbulent flow over various types of 
rough surfaces and the basic character of rough wall flows is 
understood. However, the majority of the previous works deal 
with the sandgrain type roughness and data on well-defined 
rough surfaces required for accurate predictive models are 
limited. Also, many of the reported data sets are for fully 
developed flows and only few data sets are available for de
veloping flows. The measurements presented here are for well-
defined three-dimensional distributed roughnesses in devel
oping flows. These data sets were taken in support of con-
vective heat transfer experiments and are significant in that 
they complement the heat transfer sets taken in the same facility 
with deliberately matched flow conditions (Hosni et al., 1991) 
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and extended the data and conclusions reported for a similar 
surface from a series of experiments at Stanford university. 

A detailed discussion of previous research is presented in 
Hosni et al. (1989) and will not be reported here. A good recent 
review article on turbulent flow over rough surfaces in general 
is given by Raupach et al. (1991). 

Reports from a series of experimental studies at Stanford 
University on a well-defined rough surface (Healzer, 1974 and 
Pimenta, 1975) presented experimental results for developing 
flows. These data sets are,for a single rough surface comprised 
of spheres of a single size (1.27 mm diameter) packed in the 
most dense array. (This surface hereafter is referred to as the 
Stanford surface.) 

Pimenta (1975) studied the effects of roughness on the struc
ture of rough-wall turbulent boundary layers using the Stan
ford surface. For classification of the state (aerodynamically 
smooth, transitionally rough, or fully rough) of the boundary-
layer flow over rough surfaces he suggested an alternative 
approach independent of the roughness Reynolds number lim
its which had traditionally been used based on fully developed 
pipe flow results. He identified the flow regimes based on 
certain similarity characteristics of the flow. He concluded that 
for this surface the skin friction coefficient was independent 
of Reynolds number in the fully rough flow regime, so that 
Cf=g{52/r), where r is the radius of the spherical roughness 
elements, and 82 is momentum thickness. He concluded that 
his skin friction coefficient data versus momentum thickness 
for the fully rough state collapsed to a single curve. He observed 
similar behavior from his Stanton number data versus enthalpy 
thickness in the fully rough flow regime. Pimenta ' s conclusions 
supported the previous observations reported by Healzer (1974). 

Predictions for the skin friction results are presented using 
the previously reported discrete element prediction approach. 
Details of this technique and the previous works are presented 
elsewhere (Taylor et al . , 1985; Scaggs et al. , 1988) and will 
not be repeated here. 

Experimental Apparatus and Measurement Procedures 
The experiments were performed in the Turbulent Heat 

Transfer Test Facility (THTTF) . Complete descriptions of the 
facility and its qualification are presented in Coleman et al. 
(1988) and Hosni et al. (1989). This facility is a closed-loop 
wind tunnel with a free-stream velocity range of 6 to 67 m / s . 
The temperature of the circulation air is controlled with an air 
to water heat exchanger and a cooling water loop. Following 
the heat exchanger, the air flow is conditioned by a system of 
honeycomb and screens and then enters a three-dimensional, 
20 to 1 contraction rat io, fiberglass nozzle which was designed 
to smoothly accelerate the flow without separation at the nozzle 
inlet or outlet. The boundary layer is tripped at the exit of the 
nozzle with a 1 x 12 m m wooden strip. This trip is immediately 
in front of the first test plate. Measurements at free-stream 
air velocities of 12 and 58 m / s indicated that the axial velocity 
in the nozzle exit plane is uniform within about ± 0 . 5 percent. 
Free-stream turbulence intensities measured 4 cm downstream 
of the nozzle exit were less than 0.3 percent for free-stream 

| A»d(y)-A (! 

pn-do~H 

Fig. 1 Surface roughness description and nomenclature 

velocities from 61 m / s to 6 m / s and less than 0.4 percent at 
3 m / s . Measurements 1.1 m downstream of the nozzle exit 
showed the spanwise variation of momentum thickness to be 
less than ± 5 percent. 

The bot tom wall of the nominally 2.4 m long by 0.5 m wide 
by 0.1 m high test section consists of 24 flat plates which are 
abutted together to form a continuous flat surface. The smooth 
surface plates used in the baseline tests have a surface finish 
with centerline average roughness, Ra, measured as less than 
0.5 micrometers. The three sets of precision machined rough 
test plates considered here have 1.27 m m diameter hemispher
ical elements spaced 2, 4, and 10 base diameters in staggered 
arrays as shown in Fig. l . ' T h e rough plates with L/d0= 10 
have an average roughness on the " s m o o t h wal l" portion of 
the plates between the roughness elements of Ra<43 mi
crometers. The rough plates with L/d0 = A have an average 
roughness on the " smooth -wa l l " port ion of Ra< 1.6 microm
eters. The average roughness of the smooth-wall portion of 
the surface with L/d0 = 2 could not be measured because of 
the physical size of the profilometer; however, visually they 
appeared to be equal to or better than the L/d0 — 4 plates. The 
plates are assembled using dowels to form a continuous flat 
test surface with an allowable mismatch at the joint between 
two plates of 0.013 m m . 

For the hot-wire anemometry technique, a TSI-100-2 Intel
ligent Flow Analyzer System with two constant temperature 
anemometer units and two hot-wire probes were used. Probes 
were: a DISA 55P05 horizontal , boundary-layer type probe 
and a DISA 55P02 45 deg slant probe both, of 5 microndi-
ameter platinum plated tungsten wire with gold plated ends. 
Each of the two anemometer units in the flow analyzer was 
dedicated to either the horizontal or slanted probe. The probes 
were the same models used by Pimenta (1975) in his investi
gation using the Stanford Surface. The horizontal hot-wire 
was used to measure the profiles of mean velocity and the 
fluctuating longitudinal velocity component (u'2). The slant 
hot-wire was used to determine the other Reynolds stresses 
(V w and u'v'). 

The overall uncertainties associated with the hot wire meas-
•'\ ±5 

±10 
percent. 

urements are (Coleman et al., 1988): u, ± 2 percent; u' 
percent; u72, ±15 percent; v/2, ±10 percent; and u'v' 

Nomenclature 

CD = roughness element drag coef-

cf-
d0 ~-

d(y) --

k --

ficient 
= skin friction coefficient (2TW/ 

pUl) 
= roughness element base 

diameter 
= local roughness element 

diameter 
= roughness element height 

L 
R% 

u 
u 
u+ 

t t 
U V 

roughness elements spacing 
momentum thickness Reyn
olds number (pU„b2/ji) 
mean longitudinal velocity 
friction velocity (Ua^/C/2) 
nondimensional velocity (u/ 
u ) 
Reynolds shear stress factor 

f/oo = free-stream velocity 
x = axial distance from nozzle 

exit 
y = coordinate normal to surface 

y + = nondimensional y (yu*/v) 
5 = boundary-layer thickness 

82 = momentum thickness 
v = kinematic viscosity 
p = density 
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All friction coefficient determinations for rough walls were 
performed using hot-wire anemometry. The local skin friction 
coefficient was determined using the measured quantities and 
the continuity and momentum equations integrated from the 
plate surface to a position Yi in the boundary layer 

9L 
2 

v du 
Uidy ^J DC 

d_ 
dx r 

Jo 

"K, d 

[/„ dx 

2 ~ 

dy 

[('(£)*} (1) 

The position Y\ was always 3.3 mm for the smooth surface 
and 3.6 mm for the rough surfaces, since the rotatable slant 
hot-wire probe was limited to K>3.2 mm. The ^-derivatives 
were determined using a first-order finite difference approx
imation and velocity profiles measured at adjacent x-stations. 
Since the Reynolds stress term in Eq. (1) is about 95 percent 
of Cf for the situations measured, any uncertainties in deter
mination of other terms contribute very little to the uncertainty 
in the value of Cf determined using this equation. Distributions 
of the local skin friction coefficient along the smooth wall test 
surface were determined with both hot-wire anemometry and 
the Preston tube (Preston, 1954) method with the calibration 
of Patel (1965). The estimated uncertainty (Coleman et al., 
1988) in the hot wire determined skin friction coefficients in 
this study is about ±10-12 percent, and the uncertainty in the 
Preston tube skin friction coefficients is about ±6 percent. 
Comparisons of data from these techniques with previously 
reported data are discussed later when Fig. 6 is presented. 

Discussion of Results 
Experimental profiles of mean velocity and distributions of 

boundary-layer thickness and skin friction coefficient obtained 
in the THTTF for turbulent boundary-layer flows over three 
well-defined rough surfaces are presented for a range of free-
stream velocities. The smooth wall data sets from this exper
imental facility serve as the baseline data for comparisons with 
the rough walls results. All of the THTTF data are for zero 
pressure gradient, incompressible, turbulent boundary-layer 
flow of air. 

Calculations made using the discrete element prediction 
method are compared with data taken on the three rough 
surfaces in the THTTF and the data from the Stanford single 
rough surface. The Stanford surface and the THTTF surfaces 
can be considered to be in the same family of rough surfaces 
if one assumes that surfaces of 1.27 mm diameter hemispheres 
and 1.27 mm diameter spheres spaced in the most dense array 
appear similar to a turbulent boundary layer. 

Mean Velocity Profiles. Figure 2 shows the boundary-layer 
mean velocity profiles taken with the horizontal hot-wire at a 
nominal free-stream velocity of 12 m/s for the rough surfaces 
and the smooth surface plotted in inner variable (w+ versus 
y+) coordinates with y measured from the base smooth wall. 
The friction velocity used in u+ and y+ for each profile was 
that determined by the hot-wire method for corresponding 
positions. This figure shows the expected distinct velocity shift 
between the smooth and the rough surface flows. It is also 
apparent that the nondimensional velocity profiles for flows 
over the L/d0= 10 rough surface and the smooth surface are 
equivalent. Similar plots showed that the trends of the velocity 
shifts for each of the higher free-stream velocities were anal
ogous to the 12 m/s runs. 

Pimenta (1975), for the Stanford rough surface, concluded 
that the rough-wall skin friction coefficients for the fully rough 
regime were dependent only on the momentum thickness C/ 
2 =f(52) and suggested that the y/d2 coordinate might be more 
appropriate than y+ for presentation of fully rough velocity 
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Fig. 2 Mean velocity profiles for the smooth and the three rough sur
faces compared with the smooth wall law of the wall 
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Fig. 3 Mean velocity profiles for the Lld0 = A rough surface illustrating 
similarity in ulU„ versus ylb2 coordinates 

profiles. Figure 3 shows the velocity profiles for nominal free-
stream velocities of 6, 12, 28, 43, and 58 m/s plotted in u/U^ 
versus y/52 coordinates for the L/d0 = A rough surfaces. This 
figure shows that the scaling of the velocity profiles based on 
the momentum thickness is appropriate, as Pimenta suggested. 
Furthermore, this figure shows that in these coordinates the 
velocity profiles taken on the same rough surface are essentially 
independent of free-stream velocity and, consequently, of 
roughness flow regimes. Thus, the data shown in Fig. 3 illus
trate that "collapse" of experimentally determined velocity 
profiles in these coordinates cannot be used to distinguish 
roughness flow regimes. 

The same u/U„ versus y/82 coordinates are used in Fig. 4 
to compare velocity profiles from flows over the three rough 
surfaces and the smooth surface for a free-stream velocity of 
12 m/s. This figure shows that scaling on the momentum 
thickness alone is not sufficient to produce similar velocity 
profiles for different rough surfaces. These coordinates were 

' also used to compare the profile data taken on the surfaces at 
higher free-stream velocities, and this same trend was observed 
in each case. 

Boundary-Layer Thicknesses. The boundary-layer thick
ness, 5, was taken as the distance above the plate at which the 
boundary-layer mean velocity was within 1 percent of the free-
stream velocity. A fourth-order interpolation polynomial was 
applied to the velocity profile data obtained with the horizontal 
hot-wire to determine the boundary-layer thickness at each 
profile station. 
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Fig. 5 Influence of increasing free-stream velocity on the behavior of 
boundary-layer thickness for the smooth and the rough surfaces 

Figure 5 shows the behavior of boundary-layer thickness at 
x~ 1.7 m with increasing free-stream velocity for the smooth 
surface and the three THTTF rough surfaces. For zero pressure 
gradient boundary-layer flow over a smooth surface, bound
ary-layer thickness at a fixed distance x from the origin, de
creases as the free-stream velocity increases. However, the 
boundary layer over a rough surface is influenced by additional 
factors such as the size, shape, and density of the roughness 
elements, and as the free-stream velocity is increased, the flow 
regime may move from aerodynamically smooth to transi-
tionally rough and finally to fully rough. In such a case, the 
boundary-layer thickness is initially mostly controlled by the 
viscosity (Reynolds number), then viscosity and roughness, and 
then roughness, respectively. Flows over the surface with L/ 
d0 = 10, which are classified as transitionally rough in all cases, 
behave much like the smooth surface flows but with slightly 
larger boundary-layer thickness. In flows over the other two 
rough surfaces, the boundary-layer thicknesses increase rapidly 
with increasing velocity, then seem to level off as fully rough 
conditions become firmly established. The boundary-layer and 
momentum thicknesses for the smooth surface flows are quite 
different from those of the rough surface flows for equivalent 
free-stream conditions. As an example, at x=> 1.7 m for a free-
stream velocity of 43 m/s 5 and 52 are, respectively, 58 and 86 
percent larger in the flow over the L/d0 = 2 rough surface as 
in the smooth wall flow. 

Skin Friction Coefficient. Skin friction coefficient data 
were determined with an uncertainty of ±10-12 percent from 
Reynolds shear stress and boundary-layer velocity profiles 
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Fig. 7 Comparison of the skin friction coefficient distributions for the 
Lld0 = A and Lld0-2 surfaces in Rei2 coordinates 

measured using hot-wire anemometry as described by Hosni 
et al. (1989). Since the hot-wire technique is the only method 
used in determining the skin friction coefficient distributions 
for rough surfaces, the correctness of the instrumentation, data 
collection and data reduction procedures were verified by per
forming qualification tests using smooth flat test plates. The 
THTTF smooth wall skin friction data obtained using the hot
wire method are compared in Fig. 6 with both the local skin 
friction data determined with the Preston tube method and an 
accepted smooth wall skin friction correlation (Kays and Craw
ford, 1980) plotted with ± 10 percent bands. The smooth wall 
skin friction data obtained with the hot-wire method are in 
excellent agreement with the data obtained using the Preston 
tube method and the accepted smooth wall skin friction cor
relation. 

Not shown in this paper but presented in Hosni et al. (1989), 
the skin friction coefficient data for the L/d0= 10 rough sur
face at various free-stream velocities fall within the scatter of 
the smooth wall data and approximately within the ±10 per
cent range of the smooth wall correlation. Considering the 
data uncertainties, then, there is no discernable difference in 
the skin friction coefficient data on the smooth and L/d0= 10 
rough surface. 

Figure 7 presents the skin friction coefficients for the L/ 
d0 = A and L/d0 = 2 rough surfaces for nominal free-stream 
velocities of 12 and 58 m/s. Also shown for reference is the 
smooth wall correlation. This figure clearly exhibits the influ
ence of the roughness on the friction coefficients and shows 
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Fig. 8 Comparison of the skin friction coefficient distributions for the 
Lld0 = i and Lld0 = 2 surfaces in h2lk coordinates 

that as the surface becomes rougher, the skin friction coeffi
cient increases. The skin friction coefficient, Cf, at an Rea2 of 
about 13,000 is 0.00234 for the smooth wall and for the L/ 
d0 = 4 rough surface is 0.00418, which corresponds to a 78 
percent increase. The skin friction coefficient for the roughest 
surface (L/d0 = 2) at about the same Re6z is 0.00620. This 
corresponds to a significant increase of about 165 percent with 
respect to the smooth wall skin friction coefficient. 

These same rough-wall skin friction coefficient data are plot
ted against the ratio of momentum thickness to roughness height 
in Fig. 8. These coordinates were first suggested by Healzer 
(1974) as the most appropriate coordinates for presenting rough-
wall skin friction coefficient data. Using the Stanford rough 
surface, he measured turbulent boundary layer mean velocity 
profiles, calculated momentum thicknesses, and subsequently 
obtained skin friction coefficients based on the momentum 
integral equation. Due to the data uncertainty, he could not 
make a firm assessment on any free-stream velocity dependence 
of his data. Pimenta (1975) obtained skin friction distributions 
over the same rough surface using hot-wire anemometry and 
stated that in the fully rough state of the boundary layer, friction 
coefficient C/2 is independent of Reynolds number and a func
tion only of local momentum thickness. He observed that his 
fully rough skin friction distributions plotted versus momentum 
thickness normalized by roughness height collapsed together 
and the one transitionally rough data set appeared to be a little 
lower. The curve labeled "Stanford surface" represents Pi
menta's fully rough data. 

As shown in Fig. 8 the THTTF skin friction coefficient data 
for each of the L/d0 = 4 and L/d0 = 2 surfaces collapse within 
the data uncertainty, irrespective of transitionally rough or 
fully rough regime. Also, it is apparent that for each rough 
surface, the data collapse to a different curve. In these co
ordinates, our L/d0 = 2 surface is "roughest," followed by the 
Stanford surface, then by our L/d0 = 4 surface. 

Prediction Results. Results obtained using the discrete ele
ment prediction method are compared with data taken on the 
rough surfaces in the THTTF and the data from the Stanford 
single rough surface in Fig. 9. The predictions presented in the 
following are true predictions and no fluid mechanics data 
from measurements were used in the predictions. 

Skin friction coefficient distributions are plotted versus mo
mentum thickness Reynolds number in this figure and curves 
are used to depict the predictions and the smooth wall cor
relation. Comparison of the THTTF data and predictions, Fig. 
%a,b,c), shows that the agreement is excellent, with the pre
dictions matching the data within the estimated ±10 percent 
uncertainty. These comparisons essentially cover the aerodyn-
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Fig. 9 Comparison of C, data with the discrete element predictions for 
the rough surfaces, (a) Lld0 = 2; (b) Lld0 = 4; (c) Ud o = 10; (d) Stanford 
surface (Healzer, 1974; Pimenta, 1975). 

amically smooth, transitionally rough, and fully rough flow 
regimes. 

In Fig. 9(d), the zero pressure gradient skin friction coef
ficient distributions for the Stanford rough surface (Healzer, 
1974; Pimenta, 1975) are compared with the calculations made 
with the discrete element method. Since this surface was com
posed of spheres packed in the most dense array and did not 
have a solid base smooth wall, an effective base wall location 
0.2 sphere diameters below the crests of the elements as de
termined by Taylor et al. (1985) was used. The uncertainty 
bands represent the estimated ±10 percent uncertainty in re
ported C/data. The predictions for every run fall either within 
or just outside the data uncertainty bands, indicating agree
ment with the data within 10-12 percent. However, the [/„ = 9 
m/s case is predicted to be aerodynamically smooth, which is 
not indicated by the data. 

Summary and Conclusions 
As a result of this experimental investigation, profiles of 

mean velocity and Reynolds stress components (not presented 
in this paper) and distributions of boundary-layer thickness 
and skin friction coefficient from aerodynamically smooth, 
transitionally rough, and fully rough turbulent boundary-layer 
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flows are now available for the three well-defined THTTF 
rough surfaces (L/d0 = 2, 4, and 10) in addition to the previ
ously reported data for the somewhat similar Stanford rough 
surface. These data sets are significant in that they complement 
the previously reported Stanford data sets since the data have 
been taken in a similar facility using similar data reduction 
procedures and the probe types and specifications (i.e., sensor 
length and diameter) were the same. These additional data sets 
allow observations and conclusions about the characteristics 
of rough-wall turbulent boundary-layer flows to be made which 
were not apparent in the data from the single Stanford surface. 

It appears that for a given surface, the scaling of the mean 
velocity profiles based on momentum thickness is appropriate 
to produce similar velocity profiles, as Pimenta (1975) sug
gested. The present data illustrate that "collapse" of experi
mentally determined velocity profiles in these coordinates 
cannot be used to distinguish roughness flow regimes. Also 
scaling on the momentum thickness alone is not sufficient to 
produce similar velocity profiles for flows over surfaces of 
different roughness character. 

The boundary-layer thicknesses for the rough surface flows 
are quite different than those of smooth surface flows for 
equivalent free-stream conditions. For zero pressure gradient 
boundary-layer flow over a smooth surface, the boundary-
layer thickness, at a fixed distance x from the origin, decreases 
as the free-stream velocity increases. In flows over the L/d0 = 2 
and 4 rough surfaces, boundary-layer thickness at a fixed dis
tance x increases rapidly with increasing free-stream velocity, 
then seems to level off as the fully rough condition become 
firmly established. In general, the boundary-layer thickness at 
a fixed distance x from the origin was larger for a rough surface 
than the smooth surface for equivalent free-stream conditions. 

The THTTF skin friction coefficient data for each of the 
L/d0 = 4 and L/d0 = 2 rough surfaces plotted in C/2 versus 
the ratio of momentum thickness to roughness height, S2/k, 
collapse within the data uncertainty, irrespective of transi-
tionally rough or fully rough regime. However, it is apparent 
that for each rough surface, the data collapse to a different 
curve. Therefore, the conclusion based on the Stanford data 
that Cf=f(b2/k) must be limited to a particular rough surface. 

The results of comparisons of the skin friction data with the 

corresponding predictions using the discrete element method 
are very encouraging, with the predictions within the ±10-12 
percent data uncertainty bands. 
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Wall pressure spectra and mean velocity profiles were measured with and without 
a large eddy breakup device (LEBU) located upstream in high Re turbulent boundary 
layers. Changes of the order of 5 percent occurred in the mean wall shear stress. 
The wall pressure spectra of the manipulated flow did not show the existence of 
any highly energized coherent structures, but rather moderate changes occurring 
over broad frequency ranges. Reductions in the wall pressure autospectra occurred 
at lower frequencies associated with turbulence activity in the outer layer and the 
outer portion of the log law layer. Increases occurred at higher frequencies associated 
with the inner portion of the log law layer. The changes in the wall pressure coherence 
levels were similar, but generally more complex with greater spatial persistence. The 
changes in both the autospectra and coherence indicate a conversion of energy from 
lower to higher convective wavenumbers. 

Introduction 
Large eddy breakup devices (LEBUs) have been shown to 

be effective for passive drag reduction. In particular cases, the 
reduction in the drag due to skin friction downstream of the 
LEBU exceeds the increased drag due to the LEBU itself, 
leading to net drag reductions of 5 to 10 percent. Wilkinson 
et al. (1987), Anders and Watson (1985), and Anders (1989) 
measured reductions in the mean wall shear stress r over sig
nificant distances downstream from a LEBU. Saville and 
Mumford (1988) concluded that in addition to the breakup of 
the larger scale turbulent structures in the outer layer, vorticity 
introduced from the wake of the LEBU which migrates into 
the inner layer was an important mechanism for reducing T. 
Anders (1989) has shown that the effectiveness of LEBUs for 
drag reduction diminishes at higher Reynolds numbers. A de
coupling of the inner and outer boundary layer scales was 
suggested as a possible mechanism for this effect. Testing at 
moderate to high Re values is therefore desirable, as results 
from lower Re experiments cannot be readily scaled to higher 
values. 

Passive control of flow-induced vibration and noise consti
tutes an additional application for LEBUs. Beeler (1986) meas
ured the wall pressure autospectra in a wind tunnel at an 

'Data have been deposited to the JFE Data Bank. To access the file for this 
paper, see instructions on p. 542 of this issue. 
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equilibrium Re of 6,490. The pressure measurement location 
was 705 downstream from tandem LEBUs which were mounted 
at a height H/b of 0.8. The spectral levels were increased at 
nondimensional frequencies wv/u*2 greater than approxi
mately .5, and reduced at lower frequencies. A reduction of 
12.5 percent in the wall pressure rms occurred, as well as a 25 
percent reduction in T. Savill and Mumford (1988) discussed 
the reduction in the lower convective wavenumber streamwise 
velocity fluctuations behind a single LEBU that were observed 
by Savill (1984, 1986). These reductions were found to be 
accompanied by a conversion of energy from the larger to the 
smaller eddies. Corke et al. (1982) also measured the spectra 
of the streamwise velocity and found the turbulent energy to 
be reduced at low convective wavenumbers and enhanced at 
higher ones. The changes in the velocity spectra observed by 
Corke et al. (1982) and Savill (1984, 1986) are qualitatively 
consistent with the changes in the wall pressure spectra meas
ured by Beeler. Farabee (1986) gave a comprehensive review 
of investigations of wall pressure fluctuations in equilibrium 
and perturbed boundary layers, and discussed relationships 
between the wall pressure and velocity fluctuations for those 
cases. 

The effects of a LEBU on the mean velocity profiles, the 
mean wall shear stress, and the fluctuating wall pressure field 
were investigated here. The approach involved measuring these 
quantities in an equilibrium boundary layer at a particular 
streamwise location, and repeating the measurements at the 
same free stream velocities with a LEBU installed upstream. 
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Fig. 1 Water tunnel components and flow schematic 

The experiments were conducted in an acoustically quiet water 
tunnel at the New London Laboratory, shown schematically 
in Fig. 1. This facility has recently been used by Keith (1989) 
to measure the effect of riblets on wall pressure fluctuations 
and also by Keith and Bennett (1991) to measure the turbulent 
wall pressure and wall shear stress fluctuations. 

Experimental Setup 

The water tunnel was designed with acoustic isolation pro
vided by rubber hoses between the major components to min
imize transmission of acoustic energy. The 30 in. diameter 
plenum chamber consists of an inlet diffuser section, followed 
by a 0.37 in. cell aluminum honeycomb section 18 in. long, 
followed by two stainless steel 20 by 20 mesh screens each with 
a 67.2 percent open area. The flow converges into the rectan
gular test section through a nozzle with an area contraction 
ratio of 8.2. The nozzle was designed by Aerolab Corporation 
to minimize the generation of vorticity and the free stream 
turbulence intensity. Transition occurs at the inlet region of 
the nozzle, and fully turbulent boundary layers exist on the 
channel walls at the start of the test section. 

The interior of the rectangular test section is 83 in. long, 12 
in. wide, and increases in height linearly from 4.00 in. at the 
start to 4.41 in. at the exit. This divergence in height com
pensates for the growth of the boundary layers on the channels 
walls, such that the change in dynamic head is within 1 percent. 
The measured increase in 5 over the length of the test section 
was consistent with the results of Schlichting (1979) for smooth 
flat plate boundary layers at zero pressure gradient. 

Measurements of the streamwise velocities were made with 
a TSI Model 9100 Laser Doppler Velocimetry (LDV) system, 
configured for a single velocity component in the backscatter 
mode using the green beam. A 500 (mm) focal length lens was 
used with a 2.27 x beam expander. The resulting measurement 
volume was an ellipsoid with a diameter of 0.006 in. and a 
length (spanwise to the flow) of 0.12 in. The 2 watt argon-ion 

laser was operated at 1.0 to 1.25 watts. Data analysis was 
accomplished using a TSI Model 1900 counter processor, mi
crocomputer, and modified TSI software. 

The piezoelectric sensors used for the wall pressure meas
urements were end-capped, air-filled cylinders fabricated at 
the New London Laboratory. The sensors were calibrated in 
air and displayed a flat response over the frequency ranges 
investigated here. The sensing areas had a 0.08 in. diameter. 
Three of the sensors were flush mounted in the spanwise center 
on the bottom wall, at a location approximately 62 in. from 
the start of the test section. The sensor streamwise spacings 
were 0.6 in., 1.0 in., and 1.6 in. 

The analog voltage signals from the sensor were amplified 
20 dB with Ithaco model 143 N low noise preamplifiers and 
an additional 40 dB with Ithaco highpass filter amplifiers set 
at 10 Hz. The signals were then recorded with a TEAK model 
XR-7000, 21 channel analog tape recorder. The record speed 
was 15 in/sec, providing a record bandwidth of 0 to 5000 Hz. 
The analog signals from the tape recorder were filtered with 
Wavetek Model 630 bandpass filters with a roll-off of 6 dB 
per octave. A Hewlett Packard Model 3562 spectrum analyzer 
with 800 lines of spectral resolution was used to compute the 
spectra and correlation functions. An analyzer bandwith of 
2000 Hz was used, resulting in binwidths of 2.5 Hz. 

To assess the background acoustic noise in the rectangular 
test section, the coherence was measured between a pressure 
sensor flush mounted on the top wall and one flush mounted 
directly below on the bottom wall. Contributions from con
verted turbulence in the boundary layers on the top and bottom 
walls were not coherent, such that coherence levels y2 (co) were 
approximately .02 for frequencies greater than 25 Hz. Discrete 
tonals at 25 Hz and lower were due to acoustic waves in the 
fluid which radiated from the centrifugal pump. Autospectral 
and coherence data at frequencies lower than 25 Hz will there
fore not be presented in this paper, since the measured levels 
due not represent contributions solely from convected tur
bulence. 

The LEBU geometry and dimensions as shown in Fig. 2, 
were chosen based upon the work of Savill and Mumford (1988) 
and Anders (1989). Efforts were not made to minimize the 
LEBU form drag. Preliminary tests made using a ribbon type 
LEBU with rectangular cross section and rounded leading and 
trailing edges, showed results qualitatively similar to those 
presented here. As a sharp trailing edge is believed to enhance 
the reduction in T, the upper surface of the LEBU was tapered 
from the leading to trailing edge. The bottom surface was 
parallel with the bottom wall of the test section. The thickness 
of the rounded leading edge was chosen as 0.1 in. to minimize 
flow induced vibrations. The LEBU was mounted in tension 
on vertical struts positioned near the channel side walls, as 

Nomenclature 

k = streamwise wavenumber (rad/ft) 
p(x, t) = fluctuating wall pressure (/xPa) 
R{T, 0 = <p(x, t)p(x+Z,t + T)>/{<p{x, tf> <p{x+i,t + V)2> 

correlation function (normalized) 
Rg = U0d/v momentum thickness Reyn

olds number (Rg=Ru R2, i?3, R4 £ 
respectively) # 
free-stream velocity (ft/sec) 
wall pressure convection velocity 
(ft/s) 
mean streamwise velocity (ft/s) 
(T/P)VI friction velocity (ft/s) 
distance from the LEBU leading 
edge (in) 
wall pressure coherence (normal
ized) 

5 = boundary layer thickness (in) 

U0 

u(y) * u 

7
2(co) 

P = 

$(co)=$ (J)/2-K = 

* ( « , €) = *(/•, £)/2TT = 

pressure sensor separation (in) 
boundary layer momentum thick
ness (in) 
fluid density (lbf-s2/ft4) 
mean wall shear stress (psi) 
fluid kinematic viscosity (ftVs) 
single-sided autospectrum GuPaV 
(rad/s)) 
single-sided cross-spectrum (/*Pa2/ 
(rad/s)) 
wavenumber-frequency spectrum 
GuPa2/(rad2/s-ft)) 

390 / Vol. 115, SEPTEMBER 1993 Transactions of the AS ME 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



TENSIONING 
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A, 
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LEBU 

Fig. 2 LEBU details (in): W= 12, H = 
(=.1,8 = 1.3, C=1.3 

.6, B = 2.1 (1/2 channel ht.), S= 7.6, 

Table 1 

(ft/s) (in.) 

05 1.31 
10 1.29 
15 1.37 
20 1.31 

Equilibrium boundary layer 
e 

(in). 
0.15 
0.14 
0.15 
0.13 

Re 

/?,= 6,250 
R2= 11.667 
Ri= 18,750 
#4 = 21,667 

"*/£/„ 

0.038 
0.036 
0.034 
0.034 

parameters 

(Coles) 

0.037 
0.035 
0.034 
0.033 

v/u* 
(in.) 

0.00063 
0.00033 
0.00023 
0.00018 

shown in Fig. 2. The use of struts was required since the LEBU 
could not penetrate or be attached to the side walls of the test 
section. Velocity and wall pressure measurements were made 
with only the struts in place. No changes were observed with 
respect to the equilibruim flows. 

The frequency of vibration for the fundamental transverse 
mode of the LEBU was determined as 250 (Hz) by treating 
the LEBU as a simply supported finite elastic beam, following 
Junger and Feit (1986). No discrete tonals or coherent acoustic 
energy was measured with flow past the LEBU at the Reynolds 
numbers investigated. Preliminary tests were also made with 
LEBUs 0.05 in. thick and less. For these cases discrete tonals 
in the pressure spectra were observed at the fundamental fre
quencies. 

Mean Velocity and Wall Shear Stress Measurements 
Velocity measurements in the equilibrium boundary layer 

and free stream were made at a stream wise location 62 in. 
downstream from the start of the test section. The random 
error (the ratio of the standard deviation to the expected value) 
in the mean velocity data was 0.5 percent. The free stream 
turbulence intensity was 1 percent. Velocity measurements in 
the viscous sublayer within 10 viscous lengths from the wall 
were not possible due to the very small viscous length scales 
v/u* as listed in Table 1. Values for u* were therefore deter
mined using values for u(y) measured in the log law layer. 
For each u(y) in the log law layer, a value of u* was found 
such that Clauser's (1956) expression 

u{y)/u* = 2.44 \n{u*y/v) +4.9 (1) 
was satisfied. The u* were then averaged to determine u* and 
T. The random error in u* determined from the standard de
viation of the u* about u* was found to be 2 percent. The 
corresponding error in T was 4 percent. This error reflects the 
random error in the velocity data as well as the error resulting 
from the accuracy of Eq. (1) for this particular boundary layer. 
The 4 percent error in the absolute value of T is comparable 
to stated errors from other investigations where similar indirect 
methods were used to determine T. 

The resulting values for u*/U0 at each Reynolds number 
agreed well with Cole's (1953) results for an ideal boundary 
layer, as shown in Table 1. The velocity measurements scaled 
on inner variables as well as Eq. (1) are shown in Fig. 3. 

Velocity measurements were repeated at the same location 

— u(y)/u* = 2.44 ln(yu*/v) + 4.9 

U (ft/sec): • 5 , 0 10 , + 15 , o 20 

10 100 1000 
yu*/v 

Fig. 3 Velocities scaled on inner variables (vertical axis offset by 10 
and 20 units for the manipulated data with the LEBU located at x = 10S 
and 148, respectively) 

Table 2 Mean wall shear stress values 

U0 (ft/s) 

05 
10 
15 
20 

Equilibrium 
flows 
r (psi) 

.000476 

.001746 

.003587 

.006321 

Manipulated 
x=105 
T (psi) 

.000491 

.001894 

.003601 

.006470 

flows 
x=\4& 
r(psi) 

.000481 

.001660 

.003545 

.006111 
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Fig. 4 Percent change in the mean wall shear stress, LEBU located at 
x/o upstream 

in the test section at the same free-steam velocities with the 
LEBU positioned upstream at x = 105 (or 13.2 in), and also at 
x = 145 (or 18.2 in). The ratio H/bL of the LEBU height H to 
the local boundary layer thickness 8L was approximately .5 at 
all free-stream velocities for the first location at x= 105. The 
decrease in 8L from the first to the second LEBU location was 
approximately 5 percent. Based upon preliminary measure
ments made with the LEBU at varying heights above the wall, 
we concluded that a 5 percent difference in the relative height 
of the LEBU in the boundary layer was not significant. 

Lemay et al. (1985) found that a universal law of the wall 
held for boundary layers manipulated with LEBUs for x > 
105. Values for u* and r were therefore determined as in the 
equilibrium case. The results support the existence of a well 
defined log law layer for the manipulated flow, as shown in 
Fig. 3. The changes in T are tabulated in Table 2. The trend 
is an increase in T for x= 105 followed by a decrease for x= 145, 
as shown in Fig. 4. A similar trend of an increase followed by 
a decrease in T was observed by Anders (1989). At comparable 
values of Rg, Anders (1989) found reductions in T of 5 percent 
(on average) at downstream locations 20 < x/b < 75, with 
increases in r occurring for x/b closer to the LEBU. 

The magnitude of the changes in r are comparable to our 
stated random error of 4 percent in the absolute value of T. 
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Fig. 6 Equilibrium and manipulated velocities, LEBU located at x = 14{ 

We therefore determined values for u* and T using a number 
of velocity data points repeatedly taken at one fixed y (or y+) 
location in the log law layer. Values for u* and T were obtained 
from Eq. (1) as previously described. The values obtained for 
r agreed with those obtained using the former approach. Using 
this method, the random error in r was 1 percent, and was 
primarily due to the random error of 0.5 percent in the meas
urements of u(y). The larger 4 percent random error obtained 
with the former approach reflects both the scatter of the ve
locity data u(y) about Eq. (1) and the error in the measure
ments of u{y). The scatter of the velocity data about Eq. (1) 
is comparable for the equilibrium and manipulated flows, as 
shown in Fig. 3. A random error in T of 1 percent is therefore 
more accurate for purposes of comparing the equilibrium and 
manipulated flows. However, this does not imply that the error 
in the estimation of the absolute value of r for any particular 
case is 1 percent. All values of T were obtained with the former 
approach using a number of data points u(y) in the log law 
layer. 

The effect of the LEBU on the dimensional mean velocity 
profiles is apparent, as shown in Figs. 5 and 6. With the LEBU 
at x= 105, increases in u (y) occurred near the wall, leading to 
increases in T. Velocity deficits existed in the outer layer near 
the LEBU at y = H. The magnitude of these deficits increased 
with increasing free-stream velocity. With the LEBU at x= 145, 
the decreases in u(y) near the wall leading to decreases in r 
are also apparent. The velocity deficits near the LEBU are 
increased with respect to the x= 105 data, indicating that the 
outer layer was still departing from equilibrium at this location. 

Wall Pressure Autospectra Measurements 
The wall pressure autospectra and coherence measurements 

at equilibrium Rg values of R2 and RA will first be analyzed. 

The spectral data obtained at Ri was limited in frequency due 
to the low signal to noise ratio, and the data at i?3 showed 
consistent trends with respect to the R2 and R$ cases. All au
tospectra and coherence functions were computed from 500 
ensemble averages. The measured autospectra were repeatable 
to within + / - . 5 dB at all frequencies. For clarity in pres
entation, a fifth order polynomial curve was fit to the auto
spectra and coherence data. These curves accurately represent 
the shape of the measured functions. The scatter of the au-
tospectral data'about the curves was within + / - .5 dB, with 
an average scatter of .2 dB. 

Farabee and Casarella (1991) recently established nondi-
mensional frequency ranges over which particular scaling laws 
held for equilibrium wall pressure autospectra. They also es
tablished the location of the turbulent sources in the boundary 
layer which contribute to the wall pressure for the various 
frequency ranges. Here, we offer a brief summary of their 
results. Our autospectra will then be presented in both non-
dimensional and dimensional forms. The nondimensional 
forms are required in order to utilize the results of Farabee 
and Casarella (1991). The dimensional forms are useful for 
accurately comparing the equilibrium and manipulated spec
tra, since the errors resulting from the measured scaling pa
rameters do not appear. 

To nondimensionalize their spectra, Farabee and Casarella 
(1991) used an outer variable scaling given by 

$(u)u*/i*8 versus OJ5/M*, (2) 

and an inner variable scaling given by 
$(IO)U*2/T2V versus o>v/u*2. (3) 

Motivation for this particular outer scaling is also discussed 
by Panton and Linebarger (1974). The inner variable scaling 
has been used by various investigators in the past. A "low" 
frequency range was defined by w5/w* < 5. Farabee and Cas
arella (1991) found that cancellation of acoustic noise using 
signal processing was required to obtain spectral data in this 
range. Here, noise cancellation techniques were not pursued, 
and the 25 (Hz) background noise limit precluded spectral 
measurements in the "low" frequency range. 

A "mid" frequency range was defined by 5 < u8/u* < 
100, with contributions resulting from turbulent sources in the 
outer layer. Farabee and Casarella (1991) found that the spec
tral scaling given by (2) held here. Our measurements extended 
over the higher portion of this frequency range, as shown in 
Fig. 7. An "overlap" frequency range was defined by 100 < 
o)5/u* < 0.30 RT, where the ratio of the outer to inner length 
scale is defined as RT = u*8/v. Spectral contributions result 
from turbulent sources in the log law layer. Farabee and Cas
arella (1991) found that the spectral scalings given by (2) and 
(3) both held here, consistent with the existence of an overlap 
layer. Our measurements covered most of this frequency range, 
as shown in Fig. 7. 

A "high" frequency range was defined by 0.30 RT< w8/u* 
and wv/u*2 > 0.3. Contributions at these frequencies result 
from turbulent sources in the buffer layer. Our measurements 
did not extend over these frequencies. Sensors sufficiently small 
to resolve these very small inner scales and suitable for use in 
water are not presented available. We note that Farabee and 
Casarella (1991) used pin-hole sensors in air having values of 
ru*/v ranging from 16 to 33. 

A reasonable collapse of our spectral data for the two equi
librium Reynolds numbers occurs over the entire frequency 
range with the outer scaling given by (2), as shown in Fig. 7. 
However, the effectiveness of any particular scaling for col
lapsing autospectral data sets cannot be determined without 
considering that spatial resolution of the pressure sensor at 
each Reynolds number, as discussed by Keith et al. (1992). In 
the case of the outer scaling, for o>8/u* > 300, our measured 
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spectral levels at both Reynolds numbers were lower than the 
true levels, due to inadequate sensor spatial resolution. In order 
to account for this effect, we use the results of Corcos (1963). 

Using a particular model for the wall pressure field, Corcos 
(1963) showed that the ratio of the measured spectral level to 
the true spectral level at any frequency coo depends only upon 
the quantity co0r/Uc. Here, r is the radius of the pressure sensor 
and Uc= C/c(co0) is the convection velocity of a pressure dis
turbance. The dimensionless quantity w0r/Uc may be inter
preted as the ratio 2 irr/\ of the sensor radius to a convected 
wavelength corresponding to <o0. This interpretation empha
sizes that although the measurement error appears in the fre
quency domain, the error is due to the spatial and not the 
temporal response of the sensor. 

For spectra which have been nondimensionalized, the quan
tity wor/Uc must be expressed in terms of the particular fre
quency scaling used. For the outer scaling of (2), we have 

u0r/Uc = (w0a/M*)(M */Uc){r/S). (4) 

For any particular nondimensional frequency u08/u*, the 
quantity (u*/Uc) (r/8) determines the effect of the measure
ment error on the nondimensional pressure spectra. Here, the 
quantity (u*/Uc) (r/S) decreased by 7 percent as Rg increased 
from i?2 to Ra,. This change was primarily due to the decrease 
in u*/Uc (or essentially u*/U0) as Re increased, since 5 did not 
change significantly. We conclude that the collapse of our 
spectral data scaled with outer variables is therefore not sig
nificantly influenced by the measurement errors due to the 
spatial resolution of the pressure sensor. The collapse of the 
spectral data therefore does not vary significantly with fre
quency, as shown in Fig. 7. 

The spectra scaled with the inner variables given by (3) do 
not collapse well over the log law frequency ranges, as shown 
in Fig. 8. For frequencies uv/u*2> 0.04, measurement errors 

x=148 

10000 30000 

Fig. 10 Equilibrium and manipulated dimensional wall pressure auto
spectra, LEBU located at x=14<5 

occur due to sensor spatial resolution. For the inner frequency 
scaling we have 

u0r/Uc= {WQV/U*2){U* /Uc){ru* /v). (5) 

For a particular nondimensional frequency oiav/u*2, the quan
tity (u*/Uc) (ru*/v) determines the effect of the measurement 
error on the spectra. This quantity increased by 77 percent as 
RB increased from R2 to ^4. The was primarily due to the 
change in the inner length scale v/u*. The quantity ru*/v there
fore increased from 121 at R2 to 222 at R4. As a result, the 
effect of the measurement error at a particular nondimensional 
frequency w0v/u*2 is significantly greater at R4 than at R2, as 
shown by the more rapid roll-off of the R4 data in Fig. 8. 
Conclusions as to the effectiveness of the inner scaling for 
collapsing the data over the log law frequency range are there
fore not possible. 

The manipulated pressure spectra are compared to the equi
librium spectra in Figs. 9 and 10. The dimensional frequency 
ranges related to the outer and log law lawyers were determined 
using the equilibrium boundary layer length and time scales. 
With the LEBU located at x=10r), the spectral levels were 
decreased over frequencies related to the outer layer and the 
outer portion of the log law layer. Slight increases occurred 
at the higher frequencies related to the log law layer, as shown 
in Fig. 9. The trend is indicative of a conversion of energy 
from the lower to higher convective wavenumbers, or outer to 
inner layers. The dominant effect is the reduction of energy 
at the lower frequencies and lower convective wavenumbers. 
The changes in the spectra agree qualitatively with those meas
ured by Beeler (1986). 

At the lower free-stream velocity with the LEBU located at 
x= 145, the manipulated spectra relaxed to equilibrium over 
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the entire frequency range. At the higher free stream velocity 
reductions persisted at lower frequencies, as shown in Fig. 10. 
The decoupling of the inner and outer length scales suggested 
by Anders (1989) may cause this Reynolds number effect. For 
the equilibrium flow, RT increased by a factor of approximately 
2 from R2 to 7?4. As the inner layer relaxed to equilibrium 
downstream of the LEBU, its influence on the outer layer was 
therefore less at the higher free stream velocity. The outer layer 
of the manipulated flow therefore relaxed to equilibrium more 
slowly at the higher free stream velocity. This effect will be 
discussed further in conjunction with the coherence measure
ments. 

Wall Pressure Convection Velocity and Coherence 
Measurements 

The convection velocities of the wall pressure field were 
determined from two point measurements of the correlation 
function R(T, £). The relationship Uc (co0) = £/T„, was used, 
where T,„ is the temporal delay corresponding to the maximum 
value of R (T, £), and a>0 denotes the center of the 50 Hz narrow 
frequency band. The random error in Uc (co)/[/0 was within 1 
percent for all cases. 

The convection velocities obtained using the smallest sensor 
spacing are lower at all frequencies than for the larger spacings, 
as shown in Figs. 11 and 12. At a frequency a)0, contributions 
to Uc (<a0) result from a range of wavenumbers convecting at 
slightly different speeds. The measured value of Uc(o>0) there
fore represents an average over these wavenumbers as well as 
the 50 Hz frequency band. The variation in Uc(w0) with sensor 
spacing results from the varying spatial correlations associated 
with these various wavenumbers. The larger sensor spacing 
discriminates in favor of the lower convective wavenumbers 
having greater spatial correlations. The convection velocities 

of the lower convective wavenumbers are slightly higher due 
to the mean spatial location of these sources in the boundary 
layer. 

The convection velocities measured with the larger sensor 
spacings increase as the frequency decreases. This trend reflects 
the higher convection velocities of the lower convective wave-
numbers contributing at the lower frequencies. The data for 
the smallest sensor spacing displays a decrease over the same 
low frequency range. This trend reflects contributions from 
sources with lower spatial correlations which convect at lower 
speeds. These sources will be discussed further in conjunction 
with the coherence measurements. 

At both free stream velocities and all sensor separations, the 
measured convection velocities Uc(u>) for the manipulated flow 
agreed with the equilibrium results to within 1 percent. The 
changes in the manipulated mean velocity profiles were gen
erally of the order of 5 percent or less throughout the boundary 
layer. Changes in the measured convection velocities would 
therefore be expected to be quite small, particularly in view 
of the averaging over frequency and wavenumber inherent to 
the measurement process. 

The Corcos (1963) model of the streamwise cross-spectra of 
the wall pressure field may be expressed as 

*(«,{) = *(«M(«S/t/c)c - m(/Uc (6) 

The function A(o)£/Uc) may be interpreted as the magnitude 
of the normalized cross-spectra expressed as a function of the 
similarity variable oi£/l/c, where Uc=Uc(ci). In addition, the 
function A (a>£/£/c) may be equated to y(w£/Uc) where y2 (cog/ 
Uc) is defined as the coherence. For each fixed separation £ 
we generated the function A(w£/Uc) by scaling the coherence 
with the measured convection velocities. The resulting func
tions A (co£/[/c) were repeatable to within + / - .05 at all fre
quencies. The scatter of the data about the fitted curves was 
within + / - . 0 5 in all cases, with an average scatter of .03. 
Corcos (1963) showed that the effects of sensor spatial reso
lution on the measured function A(w£/Uc) are very small in 
comparison to the effects on the autospectra. Our results will 
be shown to support this conclusion. 

The data for both equilibrium Reynolds numbers and the 
three separations collapses very well at the higher values of 
the similarity variable w£/£/c, as shown in Figs. 13 and 14. 
This collapse implies the convective wavenumbers in this range 
experience the same loss of coherence as they convect one 
wavelength. The frequency range over which this collapse oc
curs is associated with the log law layer. Here, an exponential 
decay constant of -.125, consistent with Corcos (1963) and 
Farabee and Casarella (1991), was found to provide the best 
exponential curve fit for the function A (cog /Uc). However, the 
data deviates form a purely exponential form, as shown. There 
is no theoretical or physical justification for the purely ex
ponential form. Farabee and Casarella (1991) noted that the 
exponential decay constant reported from various investiga
tions varies from - .10 to - .19, and is a function of various 
flow parameters. A value of - .125 implies that a wavenumber 
experiences a 90 percent loss of coherence as it convects ap
proximately three wavelengths. 

At the lower values of co£/C/c, the data from the two larger 
spatial separations departs from the similarity scaling, reaches 

• a maximum value, and rolls off. The convective wavenumbers 
in this range are characterized by a rapid loss of spatial co
herence and lower convection velocities. This trend of depar
ture from the similarity scaling was also measured by Farabee 
and Casarella (1991) and Corriveau and Berman (1986). Far
abee and Casarella (1991) used the maximum value of the 
function A(^/Uc) to define a cut-off co0g/t/c for the similarity 
region. An associated convective wavenumber cut-off ka = co0g/ 
Uc defined the wavenumbers governed by the similarity scaling. 
Their nondimensional wavenumber cut-off k08

 w a s 2.3 for their 
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Fig. 13 Equilibrium wall pressure function A(w%/Uc), U„ = 10 (ft/s), 
/?„ = 11,667 

Fig. 14 Equilibrium wall pressure function A(^IUC), U„ = 20 (ft/s), 
R0 = 21,667 

Fig. 15 Manipulated wall pressure function A(u£/U,.), U„ = 10(ft/s), LEBU 
located at x=106 

minimum separation £/5 = 0.21, and 1.3 for their maximum 
separation £/5 = 5.0. Here, at R2 a value of 3.3 for k^b was 
obtained at both £/5 = 0.77 and £/5 = 1.24. At R4, k0b was 3.7 
at £/5 = 0.76 and 3.0 at £/5 = 1.22. 

At the higher Reynolds number the trend of decreasing k0b 
with increasing separation was consistent with the results of 
Farabee and Casarella (1991). However, our values for k0b 
were consistently higher. Here, wavelenths greater than ap
proximately 25 suffer a rapid loss of spatial coherence as com
pared to 56 for Farabee and Casarella (1991). Free-stream 
disturbances related to our higher turbulence intensity may 
cause the longer wavelength sources in the outer portion of 
the boundary layers to experience a more rapid loss of spatial 
coherence. Measurements of the velocity fluctuations in the 

Journal of Fluids Engineering 

Fig. 16 Manipulated wall pressure function A(u$/Uc), U„ = 10 (ft/s), LEBU 
located at x = 14A 

outer layer are required to further investigate these effects. We 
now compare the functions A (co£/£/c) for the manipulated flow 
with the equilibrium results. Since the convection velocities 
were unchanged in the manipulated flow, changes in the func
tions A(w£/Uc) were due to changes in the coherence levels 
themselves. 

At the lower free-stream velocity with the LEBU located at 
x=10b, a similarity region exists, as shown in Fig. 15. The 
cut-off W(£/Uc defining the similarity region is greater than 
for the equilibrium flow. In this region the coherence levels 
are greater, and the data for different separations £ does not 
collapse as well as in the equilibrium case. At lower values of 
w£/(jcthe departure from the similarity scaling is greater, with 
decreased coherence levels with respect to the equilibrium flow. 

The same general trends exist with the LEBU located at 
x= 145, as shown in Fig. 16. However, the data for the largest 
spatial separation does not collapse as well under the similarity 
scaling, and the loss of spatial coherence at lower values of 
<J)£/UC is greater. We note that the autospectra for this case 
had relaxed to equilibrium. 

At the higher free-stream velocity the changes in the coher
ence are more complex. A similarity region is apparent with 
the LEBU located at x = 105, but less well defined for x- 145, 
as shown in Figs. 17 and 18. Increased loss of spatial coherence 
occurs at lower values of w£/Uc, although distinct trends with 
sensor separation are not apparent. A cut-off value o>0%/Uc 
for the similarity region is not well defined. The changes in 
the coherence at the higher free-stream velocity are generally 
greater than at the lower, consistent with the Reynolds number 
effect seen in the autospectra. 

Overall, the presence of the LEBU led to increased spatial 
coherence in the similarity region, decreased spatial coherence 
at lower values of w£/£/C) and increases in the cut-off o)0^/Uc 
defining the similarity region. These effects are indicative of 
a breakup of the eddies in the outer layer and a conversion of 
coherent energy to the higher wavenumbers (or smaller wave
lengths) in the log law layer. 

Changes in the coherence persisted in cases where the au
tospectra had relaxed to equilibrium. This implies a redistri
bution of energy in the wavenumber frequency spectra. For a 
particular frequency a0, the wavenumber spectra $(k, w0)

 m a v 

•be expressed as the spatial Fourier transform of the cross-
spectra given by 

*(«o, €)e-'**d$. (7) 
- 0 0 

From Eq. (6), 

100 

$(o}o)A(wot/Uc)e-iH"°/u<:+k)d!i. (8) 
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The autospectra $(u>0) may be expressed as 

$(a)0) = \ *(£, o)0)dk. (9) 

For the case where <J>(a>0) has returned to equilibrium and the 
function A{w0£/Uc) has not, Eq. (8) implies $(k, co0) will be 
perturbed from equilibrium. From Eq. (9) it is clear that the 
autospectra 3>(wo) may relax to equilibrium although a redis
tribution of energy with wavenumber persists. 

In principle, ${k, a>o) may be determined from Eq. (8), if 
the quantity A (cd0£/£/c) is known. For a fixed OJ0, we have four 
values of A (<a0%/Uc) corresponding to the three sensor spacings 
and also the £ = 0 case. Therefore $(k, co0) cannot be determined 
to a high degree of accuracy. However, an estimate of the 
effect of the LEBU on $(k, o>0) may be obtained as follows. 
Following WiUmarth and Roos (1965), the function A(oi0%/ 
Uc) is taken to be of the form 

A(w&/Uc) = aie"^/U'\ (10) 

An exact solution for $(k, o>) may be determined by combining 
Eq. (10) with Eq. (8) and evaluating the integral to obtain 

*(Ar, w0) = (*(co0)/A:c)(-2«1«2/(27r(ai + (k/kc+l)2))), (11). 

where the convective wavenumber kc = co0/ Uc(w0). In evaluating 
the integral in Eq. (8), the convection velocity Uc(u0) is treated 
as constant, and the variation of Uc(o>0) with \ as shown in 
Figs. 11 and 12 is not taken into account. We also note that 
the form of A (u0%/Uc) given by Eq. (10) is approximate, since 
the behavior of A(<j}0%/Uc) as £ approaches zero cannot be 
determined experimentally due to the finite size of wall pressure 
sensors. The expression for $(k, cc0) given by Eq. (11) is there
fore approximate in nature. 

A normalized form of the wavenumber spectrum $(&, o>0) 
may be defined as 

$*(Ar*, «o) = Hk, o>0)(kc/$(wo)), (12) 
and from Eq. (11) 

**(£*, 6>0)= -2aia2/(2Tr(a2
2+ (k* + \)2)), (13) 

where k* = k/kc. 
In order to evaluate Eq. (13), a value of 274 (rad/s) was 

chosen for co0, such that kc was 37.5 rad/ft. The resulting value 
of kcb was 4.0, such that kc lies in the higher wavenumber 
region in which the similarity scaling holds. A value of 1 was 
chosen for at such that $(too> 0) = $(co0), consistent with Eq. 
(6). 

For the case of the lower free stream velocity with the LEBU 
located at x= 146, an exponential curve fit was used to deter
mine values for a2. For the equilibrium flow, a value of - .125 
was found, which is consistent with our previous results. For 
the manipulated flow, a value of - .176 was found for a2. The 
scatter of the data about the exponential curves was greater 
for the manipulated flow, as shown in Fig. 19. Using these 
values for a2, the function $*(&*, o>0) was determined for the 
equilibrium and manipulated flows from Eq. (13). 

A slightly broader convective ridge exists for the manipulated 
flow, with a reduction of energy near the peak, as shown in 
Fig. 20. The broader convective ridge may imply a larger range 
of convected eddies contributed to the spectra at this frequency 
w0. We note that comparison of the normalized wavenumber 
spectra $*{k*, o>0) for the two cases is equivalent to comparing 
the dimensional spectra *(£, co0), since $(co0) was unchanged, 
and kc was approximately constant. The effect of the LEBU 
on $*(&, wo) at other frequencies o>0 may be significantly dif
ferent, in view of the complex changes in the coherence. Al
though these estimates of the wavenumber spectra are 
somewhat qualitative, they emphasize the importance of the 
spatial domain for investigating changes in the structure of 
turbulent boundary layers. 

Conclusions 
The effects of a LEBU on the energy content of the fluc

tuating wall pressure field were determined. There was no 
evidence of highly energized coherent structures convecting 
downstream of the LEBU. Near the LEBU, the autospectra 
displayed moderate changes occurring over broad frequency 
ranges, leading to a reduction of energy. A conversion of 
energy from the lower convective wavenumbers in the outer 
layer to the higher wavenumbers in the log law layer also 
occurred. These effects are not highly correlated with the small 
changes which occurred in the mean wall shear stress. 

The spatial coherence measurements indicated changes per-
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sisted after the frequency spectra had relaxed to equilibrium. 
The changes induced in the spatial turbulence structure which 
would be reflected in the wavenumber spectra were therefore 
not always apparent in the frequency spectra. Direct meas
urements of the wavenumber spectra made with arrays of pres
sure sensors are required to further investigate these effects. 

The effectiveness of LEBUs of this type for drag reductions 
over this range of Re values appear to be minimal. The re
ductions in the wall pressure spectral levels at low frequencies 
are favorable for passive control of flow induced vibration 
and noise. The redistribution of energy in the wavenumber 
spectra which persists farther downstream might also prove to 
be beneficial. 

JFE Data Bank Contributions 
The data presented in Figs. 3 through 20, which include 

mean velocities, wall pressure spectra, and wall pressure con
vection velocities, have been deposited on the JFE Data Bank. 
All of the data is in the same form as it appears in the respective 
figures. To access the file for this paper, see the instructions 
on p. 542 of this issue. 
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Ventilated Flow in the 
Unobstructed Space Between 
Corotating Disks in a Cylindrical 
Enclosure 
An experimental investigation has been performed for the ventilated flow of air in 
the unobstructed space between the center pair of four disks corotating in a fixed 
cylindrical enclosure. This configuration is of fundamental interest and considerable 
practical utility in the computer industry. Time-resolved and time-averaged meas
urements of the circumferential velocity component were obtained using a laser-
Doppler velocimeter in back-scatter mode. The data were collected along the radial 
coordinate direction on the midplane between the disks (Z = 0) and along the axial 
coordinate at two radial locations (R = 0.71 and 0.86). Three values of the Reynolds 
number (Re = 2.73 x 1&, 2.22 x 1&, and 2.66 x 10s) were investigated for a 
limited but significant range of the Rossby number (\Ro\ < 0.85), including air 
sucked radially inward (Ro < 0) and air blown radially outward (Ro > 0). The 
experimental data present a challenging target for numerical procedures purporting 
to predict this class of flows. In agreement with earlier preliminary calculations 
performed by Humphrey et al. (1992), the imposition of a radial ventilation con
dition in the experiments is observed to have a pronounced effect on the inter-disk 
flow characteristics. However, the predicted results were found to depend strongly 
on the boundary conditions imposed and present measurements show the importance 
of knowing these accurately. These and related findings are discussed with special 
consideration given to their potential impact on the improved design of ventilated 
disk storage systems. 

1 Introduction 
1.1 The Problem of Interest. Flows induced by rotating 

disks are of considerable fundamental interest because of the 
richness of the physical phenomena they encompass, including 
three-dimensionality, unsteadiness, and turbulence under the 
influence of centrifugal and Coriolis forces. Rotating disk con
figurations are especially important in the computer industry 
where hard disk drives, consisting of one or more corotating 
disks, are used as data storage units. Numerous technological 
improvements, such as better magnetic read/write head designs 
and increased track density, have improved the reliability and 
storage capacity of disk storage systems. However, miniatur
ization trends in the computer industry, leading to smaller disk 
drives rotating at higher speeds, require a better understanding 
of the thermofluids aspects of the inter-disk flows. Smaller 
dimensions and higher speeds of rotation magnify three prob
lems which can seriously disrupt accurate electromagnetic data 
transfer. These are: (i) the presence of foreign particles; (ii) 
flow-induced mechanical instabilities; and (iii) uneven tem-
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perature distributions. In order to improve the reliability and 
performance of current disk drives while providing a basis for 
the improved design of future devices, it is necessary to advance 
the understanding of the fluid motion in the inter-disk spaces. 
In this regard, it is especially interesting to consider how the 
imposition of a net radial throughflow, or "ventilation" con
dition, affects this motion. The present study advances upon 
prior work performed in the absence of ventilation as well as 
limited work in the presence of a positive radial outflow in the 
inter-disk space. The configuration of interest, shown in Fig. 
1, involves the unobstructed flow in the space between the 
center pair of four, centrally clamped, disks corotating in a 
fixed cylindrical enclosure. 

1.2 Literature Review. Because of their geometrical sim
plicity and practical importance, rotating disk configurations 
have been the subject of continuous fundamental and applied 
research for nearly a century. For extensive reviews of the 
literature available on coaxial, corotating disk geometries, 
Kreith (1968), Greenspan (1968), and Humphrey et al. (1991) 
are useful references. The last review is concerned with con
figurations especially relevant to disk storage systems in the 
computer industry. Here we summarize the information per-
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Enclosure top 

Fig. 1 Schematic of the experimental test section. In the absence of 
an imposed radial throughflow (ventilation) the disk spacer rings and 
the cylindrical enclosure were replaced with identical solid pieces and 
the hollow screw was absent. 

tinent to centrally clamped, corotating disks surrounded by a 
stationary, axisymmetric enclosure, placing special emphasis 
on the effects of an imposed radial throughflow. 

Early experimental works elucidating the basic character
istics of fluid motion in the space between pairs of corotating 
disks were qualitative and based primarily on flow visualization 
techniques. Table 1 in Schuler et al. (1990) summarizes the 
experimental studies most relevant to unobstructed magnetic 
disk storage devices which are of special interest to this in
vestigation. We discuss them briefly here. The studies by Len-
nemann (1974), Kaneko et al. (1977) and, especially, 
Abrahamson et al. (1988) are noteworthy for visualizing a 
central core of fluid in solid-body rotation surrounded by a 
sheared layer of fluid containing circumferentially periodic foci 
of axial vorticity. It is now known that these spatially periodic 
structures rotate at approximately 80 percent of the disk speed 
of rotation and that their number (typically, between two and 
six) depends on the enclosure dimensions, the inter-disk spac
ing, and, most notably, the disk speed of rotation; see, for 
example, Usry et al. (1990). 

Schuler et al. (1990) investigated the unobstructed, unven
tilated flow between corotating disks using the laser-Doppler 

velocimeter (LDV) technique. They also provided the first com
prehensive theoretical scaling analysis identifying the nature 
and boundaries of the five overlapping regions composing this 
class of flows. From time records of the unsteady circumfer
ential velocity component, these authors obtained the corre
sponding time-averaged mean and root mean square (rms) 
velocities along the axial (Z-coordinate) direction at four radial 
positions and along the radial (J?-coordinate) direction on the 
midplane between the center pair of disks. The mean velocity 
profiles were found to agree reasonably well with the numerical 
calculations of Chang et al. (1990) even though the latter were 
based on a steady flow assumption. However, significant dis
crepancies between the measured and computed rms profiles 
were attributed to the periodic passage through the measure
ment volume of the large-scale, nonturbulent flow structures 
mentioned above. In this regard, Usry et al. (1990) discovered 
that the flow between a pair of disks corotating in a cylindrical 
enclosure was steady up to a critical value of the Reynolds 
number, Re = 4.73 X 103, corresponding to 64 rpm in their 
experiment. When present, the unsteadiness was found to be 
most pronounced near the radial location where the rms ve
locity was a maximum. Subsequent velocity measurements in 
the same flow configuration, made by Usry et al. (1990), showed 
that above Re = 4.73 X 103, the flow exhibited discrete dom
inant frequencies of values equal to integer multiples of the 
disk rotation frequency. The integer values were associated 
with the number of circumferentially distributed axially-aligned 
vortical structures present in the flow. Except for a hysteresis 
effect which was found to depend on whether the disk speed 
was increased or decreased during the course of experimen
tation, the transitions between integer values were very sharply 
defined. The values of the integers themselves were observed 
to decrease in increments of 1 (from 6 slightly above 64 rpm, 
to 2 past 3600 rpm) as the disk speed of rotation increased. 

In addition to the above experimental studies, we note with 
special interest the numerical investigations of Chang et al. 
(1989, 1990), Schuler (1990), Tzeng and Humphrey (1991), 
Tzeng and Fromm (1990), and Humphrey et al. (1992) for 
unobstructed disk flow configurations, and the experimental 
and numerical investigations of Lennemann (1974), Abraham-
son et al. (1988), Usry et al. (1990), Tzeng and Humphrey 
(1991), Humphrey et al. (1991), and Tzeng and Chang (1991) 
for obstructed configurations. Combined, these studies have 
been extremely useful for advancing a qualitative understand
ing of the physics of rotating disk flows, with and without 
obstructions, with and without radial ventilation, while serving 
to guide continuing experimental work. In this regard, the 
calculations of Chang et al. (1990) and Humphrey et al. (1992) 
in unobstructed configurations with imposed radial through-
flows have been seminal to the present investigation. Thus, 
for example, the calculations of Humphrey et al. (1992) pro-

Nomenclature 

a = disk-to-enclosure side wall 

b = 
Ek = 

/ = 

H = 

N = 

Nh = 

Q = 
r = 

R = 

spacing 
disk thickness 
(= 1/Re) Ekman number 
frequency of mean flow oscil
lation in Hz 
disk-to-disk spacing 
(= 60//O) normalized value of 
/ 
number of holes in disk spacer 
ring 
total throughflow rate 
radial coordinate 
(= r/R2) normalized radial 
coordinate 

RH = 

/?, = 
R2 = 
Re = 
Ro = 

T = 
v = 

"rms 

V = 

radius of hole in disk spacer 
ring 
disk inner radius 
disk outer radius 
( — Q,R\/v) Reynolds number 
(= Vo/Vt) Rossby number 
fluid temperature 
mean circumferential velocity 
component 
root mean square (rms) 
circumferential velocity com
ponent 
(= v/Qr) normalized mean 
circumferential velocity com
ponent 

V = 
' rms — 

Vn = 

V, = 

z = 
h = 
v = 
0 = 

(= vTms/Q,r) normalized rms 
circumferential velocity 
component 
( = Q/3TrNhRl) averaged 
throughflow velocity between 
center pair of disks at R{ 

circumferential velocity of 
disk at r = R2 

axial coordinate, relative to 
midplane between center pair 
of disks 
( = z/H) normalized axial 
coordinate 
Ekman layer thickness 
fluid kinematic viscosity 
disk rotation rate in rpm 
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Table 1 Summary of major experimental and numerical studies of corotating disk configurations with 
imposed radial throughflow relevant to this investigation. In the table, v = 1.56 x 10~5 m2/s for air and 9.03 
x 1<T7 m2/s for water, both at T = 25°C. 

Parameter 

Disk outer radius, R2 (mm) 

Disk inner radius, Ri (mm) 

Disk-to-disk spacing, H 
(mm) 

Disk-to-enclosure side wall 
spacing, a (mm) 

Disk thickness, b (mm) 

Number of disks 

Obstruction type when 
present 

Working fluid 

Disk speed, Q. (rpm) 

Re=nRaVv (xlO5) 

Ek=l/Re (xlO"1) 

Throughflow direction 

Throughflow path 

Ro=V,/\\ 

Type of data 

Chang et al. (1989) 

105 

56.4 

9.53 

2.7 

1.91 

2 

none 

air 

100,300 

0.073, 0.22 

137.0, 45.05 

radial outflow 

evenly distributed through 
hub 

0.009, 0.061 

laminar flow calculations 
of velocity and 

temperature 

Chang et aL (1990) 

105 

56.4 

9.53 

2.7 

1.91 

2 

none 

air 

2400,4800 

1.77, 3.55 

5.64,2.82 

radial outflow 

evenly distributed through 
hub 

14.3, 285 

turbulent flow calculations 
of velocity and 

temperature 

Abrahamson et aL (1991) 

475 

210 

28.7 

n/a 

9.5 

2 

thin beam, rectangular 
cross section 

water 

20 

1.91 

5.23 

radial outflow 

openings in disk spacer (3 
types: 24 evenly spaced, 

centered holes; 
semicircular holes; 24 
evenly spaced holes of 

smaller diameter) 

0.045 to 0.48 

flow visualization (limited 
hot-film time-resolved 

measurements of 
circumferential velocity 

components) 

Humphrey et aL (1992) 

105 

56.4 

9.53 

2.7 

1.91 

2 

none 

air 

300 

0.22 

45.05 

radial outflow, radial 
inflow 

evenly distributed through 
hub 

0, ±0.02, ±0.05 

laminar flow calculations 
of velocity and 

temperature 

Present study 

105 

56.4 

9.53 

2.7 

1.91 

4 

none 

air 

37, 300, 3600 

0.027, 0.22, 2.66 

365.2, 45,05, 3.76 

radial outflow, radial 
inflow 

openings in disk spacer 
(2 types: 24 and 16 

evenly spaced, centered 
holes) 

-0.85 to 0.85 

LDV measurements of 
mean and rms 

circumferential velocity 
component (limited time-
resolved measurements) 

vided detailed pictures of the structure of the cross-stream flow 
as a function of the Reynolds and Rossby numbers. 

Prior experimental investigations concerning corotating disks 
with radial inter-disk throughflows imposed include the studies 
by Bakke et al. (1973), Szeri et al. (1983a,b), Owen et al. (1985), 
Mochizuki and Inoue (1990), and Abrahamson et al. (1991). 
In particular, Abrahamson et al. (1991) have visualized the 
effects of a radial outflow with and without obstructions pres
ent in the inter-disk space. The throughflow was introduced 
through discrete openings cut into the disk spacers. The re
sulting inter-disk flow field was found to be insensitive to the 
cross-section shape of these openings. For low throughflow 
values in the unobstructed flow case, the authors found that 
the central core of fluid in solid-body rotation was displaced 
radially outward. While the throughflow thickened the Ekman 
layers on the disks, it did not eliminate the circumferentially 
distributed vortical structures present in the flow. Increasing 
the throughflow was found to increase the number of these 
structures while decreasing their size. The obstruction was 
found to redirect part of the outward-directed throughflow 
radially inward, towards the hub, resulting in an elliptical shape 
for the fluid in solid-body rotation. 

Table 1 summarizes the parameter ranges investigated in 
previous major studies of ventilated flows between corotating 
disks in fixed cylindrical enclosures. The conditions of the 
present study are included for comparison. 

1.3 Objectives and Scope of the Present Study. The above 
review reveals an insufficient experimental data base to further 
the understanding of the fundamental aspects and practical 
consequences of imposing radial ventilation on the flow be

tween corotating disks in enclosures. In this study, we present 
and discuss measurements of the mean and rms circumferential 
velocity components obtained in the unobstructed space be
tween the center pair of four disks corotating in a fixed, ax-
isymmetric cylindrical enclosure. Attention is focused on the 
effects of imposing a positive (outward-directed) or a negative 
(inward-directed) radial throughflow in the inter-disk space, 
with care taken to resolve the unsteady aspects of the motion. 
Although idealized, the unobstructed, axisymmetric configu
ration studied here allows the advancement of basic under
standing while providing experimental data of practical value 
for design purposes. The latter also serves as a target for 
numerical calculation procedures purporting to predict this 
difficult class of flows. 

The present experimental configuration allowing inter-disk 
ventilation is shown schematically in Fig. 1. This corresponds 
to four corotating disks with the possibility of zero, positive 
and negative radial throughflows. (Henceforth, positive radial 
outflow through the inter-disk space will be referred to as 
"blowing" and negative radial inflow as "sucking.") Except 
for the absence of the hollow screw and the replacement of 
the enclosure top and porous spacer rings by solid pieces, the 
geometrical arrangement with zero throughflow was identical 
to that shown in Fig. 1. For both the ventilated and unventilated 
configurations, the disks were clamped to a hub that rotates 
within the fixed cylindrical enclosure. Time-resolved meas
urements of the circumferential velocity component were ob
tained using the laser-Doppler velocimeter technique. From 
these data, time-averaged values of the mean and rms of this 
velocity component were obtained. Radial traverses were made 
along the midplane between the center pair of four disks for 
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three speeds of rotation, three through flow conditions, and 
two types of disk spacers. Axial traverses were made at two 
radial locations for the same conditions, but using only one 
of the two disk spacers. Experimental parameters were selec
tively varied to provide thorough (although not exhaustive) 
characterizations of the flows with and without ventilation. 
Flow unsteadiness was illustrated by visualizing time records 
and quantified by calculating their associated power spectra. 
Most of the power spectra revealed a distinct peak at a fre
quency equal to a multiple of the disk rotation frequency, 
supporting the presence of the periodic large-scale vortical 
structures discussed above. While Lennemann (1974) and 
Abrahamson et al. (1988) have shown that the number of these 
structures depends on the disk-enclosure geometry and the disk 
rotation rate, the effects of inter-disk ventilation, in particular, 
the sucking condition, have not been thoroughly quantified. 

The rest of this communication is divided into three sections. 
Section 2 describes the experimental system and the measure
ment technique used for data acquisition and reduction. It also 
quantifies, where possible, the uncertainties in the data. Section 
3 presents and discusses the measured results. This includes 
mean and rms circumferential velocity profiles as well as se
lected time records and their associated power spectra at var
ious spatial locations. Section 4 summarizes the main findings 
of this study and provides recommendations for future work. 
A complete tabulation of all the data obtained in the course 
of this work is available upon request from the authors. 

2 The Experiment 
2.1 Test Section. The corotating components of the test 

section arranged for the ventilated flow experiments (blowing 
or sucking) consisted of four disks, three disk spacers (or rings), 
a hub, and three clamping pieces; see Fig. 1. Four aluminum 
disks taken from an IBM 8 in. drive were placed on the hex-
agonally shaped aluminum hub. The magnetic coatings on the 
disks were extremely smooth. Three aluminum rings, each with 
24 equally spaced 3/16 in. diameter holes, were used to separate 
each pair of disks and allow the ventilation condition between 
them. Three additional aluminum rings, with 16 equally spaced 
3/16 in. diameter holes, were also used in some limited ex
periments. The two ring types are referred to as ring #1 (24 
holes) and ring #2 (16 holes), respectively. The hexagonal hub 
and the rings encircling it were machined to provide a tight 
fit. The rings were carefully mounted along with the disks to 
minimize vertical wobble and horizontal sliding motion. Three 
clamping pieces above the hub-rings-disks assembly were used 
to hold the rotating system components together. 

All the above rotating pieces were attached to a Pope PS-
13001 precision spindle which extended through the center of 
a 30 x 48 x 6 in. granite table supported by a steel cart. The 
granite table served as the stand for the test section and its 
large (750 lb) mass reduced any possible effects of external 
vibrations on the test section. The lower end of the spindle 
was fitted with a sprocket positive contact clutch driven by a 
DC servo motor. The maximum speed of the spindle was about 
4100 rpm. The DC servo motor was equipped with a linear 
servo-amplifier, a DC tachometer, a magnetic rpm sensor, a 
digital stroboscope tachometer, and a frequency counter. The 
servo motor and its supplementary components were mounted 
on the base of the steel cart supporting the granite table. The 
cart was rolled in front of the LDV and immobilized by wooden 
blocks placed under it. With the test section fixed in place it 
was possible to accurately position the LDV optical probe 
volume. 

The disks were surrounded by a stationary, cylindrically 
shaped, transparent Plexiglas piece with a snug-fitting top. 
Both the plastic cylinder and its top were 1/4 in. thick. The 
open end of the cylinder fit snugly into a circular groove cut 
into a Plexiglas base plate. This plate was attached to a second 

aluminum plate fixed to the granite slab. The three Plexiglas 
parts were machined to narrow tolerances in order to obtain 
the snug fits referred to and in this way isolate the flow within 
the enclosure from the surroundings. The use of Teflon tape 
between the interconnected Plexiglas pieces further guaranteed 
this condition. Four 3/16 in. diameter holes, each located at 
a 3 in. radius from the center of the top and spaced 90 deg 
apart, were drilled to allow an axisymmetric ventilation con
dition. The enplosure top also had a 5/8 in. diameter hole 
drilled through its center to allow for the insertion of a sta
tionary hollow screw as part of the ventilation loop. Two 
O-ring seals, one between the hollow screw and the cylinder 
top, the other between the hollow screw and the rotating clamp
ing pieces, prevented the leakage of air from the enclosure. 

The test section was ventilated by means of an open loop 
flow system. This consisted of a pressurized air line feeding a 
DANTEC mineral oil droplet generator connected to the inlet 
point of the test section and a vacuum line connected to the 
exit point. For the blowing condition, the droplet-laden flow 
was transported through a 3/16 in. diameter Tygon tube to 
the hollow screw located on the top of the test section enclosure. 
The flow then followed a circuitous path: past the two pieces 
clamping all the disks together, down the spaces between the 
hexagonal hub and the spacer rings, through the holes in the 
rings to proceed radially outward through the inter-disk spaces, 
along the disk-to-enclosure side wall annular gap, and finally 
through the four equidistantly spaced holes in the enclosure 
top. These exit holes were connected to the vacuum line by 
means of three T-joints joined together by a 3/16 in. diameter 
Tygon tube. The length of the inlet and outlet Tygon tubes 
was minimized, and the relative orientations of these tubes 
with respect to the test section were fixed, in order to render 
constant and negligibly small their respectively induced pres
sure drops. To implement the sucking condition, the inlet and 
outlet connections for the blowing condition just described 
were simply interchanged. 

The total radial throughflow imposed upon the three inter-
disk spaces was measured using two Matheson 605 rotameters, 
one placed near the inlet and the other near the outlet of the 
test section. The droplet generator flow valves (there were two, 
one to regulate the air flow and the other to allow the intro
duction of particles) were adjusted to give the desired flow rate 
and the rotameters then removed. The removal of the ro
tameters from the flow path was necessary to avoid the ac
cumulated deposition of mineral oil droplets within them and 
possible erratic behavior. Fortunately, this operation took no 
more than a few minutes, representing a small fraction of the 
total time spent on a run for a particular throughflow setting. 
It was ascertained that the rotameter impedances were suffi
ciently small that their removal from the path of the flow did 
not significantly alter the air flow rate. 

The test section for the unventilated flow experiments was 
similar to that described above, except for the following. The 
enclosure top did not have the four holes required for venti
lation and the hollow screw was absent for this arrangement. 
Solid, black-anodized aluminum rings, coated with fluorescent 
orange paint to reduce unwanted reflected light in both the 
blue and green frequencies, were used to separate each pair of 
disks. The enclosure side wall had a 3/8 in. diameter hole 
enabling the periodic introduction of mineral oil droplets for 
the LDV measurements. A small piece of tape placed over the 
hole on the inner side of the cylinder wall reduced its size by 
about 75%, thus minimizing any adverse effects of the hole 
on the flow within the enclosure. A minimum time of one 
minute was allowed for the droplet-air mixture to equilibrate 
with the air in the enclosure and for disturbances induced by 
this seeding procedure to be dampened. 

2.2 Measurement Technique and Uncertainties. LDV 
measurements of the circumferential velocity component were 
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made using the green light from a 2 W Lexel 95 argon ion 
laser. This was operated in back-scatter mode, but offset by 
a 25 deg angle. The DANTEC 55X modular optical system 
used and its associated electronic components have already 
been described in detail by Schuler et al. (1990). The pair of 
light beams emerging through the front lens of the LDV passed 
through the cylindrical wall of the enclosure and intersected 
at a small angle to form the optical probe volume in the inter-
disk space. The beams passed through the cylinder wall sym
metrically, with the beam angle bisector and the test section 
axis of rotation contained in the same plane. Because of the 
way the lens system projected the pair of light beams producing 
the optical probe volume, the plane containing these beams 
was not exactly perpendicular to the test section axis of ro
tation. The angle between the plane containing the two beams 
and the plane perpendicular to the axis of rotation was 4.75 
deg. As a result, measurements near the disks were not possible 
due to beam cutoff by the top disk and extraneous reflections 
on the bottom disk. However, tilting the cart supporting the 
test section by this small angle eliminated the difficulty of 
taking data near the disks. The laser and its optical components 
were mounted on a traversing table connected to three stepping 
motors capable of moving the optical probe volume relative 
to the test section in three Cartesian coordinate directions to 
within ±0.1 mm over a range of 18 cm. The motors were 
controlled by an IBM PC/AT. For the current study, the table 
was moved in the radial and axial directions only. 

The measurement and data reduction procedures for the 
ventilated and unventilated flow cases were identical. The LDV 
technique required the presence of light-scattering particles, 
here consisting of mineral oil droplets ranging in diameter from 
0.5 to 2 microns. Droplet concentrations were typically high 
enough to yield signal rates ranging from 100 Hz at low speeds 
of rotation to 1000 Hz at high speeds. A series of 2500 Doppler 
bursts satisfying the counter's 5/8 validation criterion to within 
±1.5% was stored in the buffer. To ensure a high-quality 
Doppler signal, the signal was constantly monitored and optical 
conditions optimized. This included readjusting the optics and 
counter settings as well as periodically wiping the inside surface 
of the cylinder to remove the inevitable film of oil resulting 
from centrifugally-driven droplet deposition. Measurements 
of the circumferential velocity component were taken along 
the radial direction at Z = 0, the symmetry plane between the 
center pair of disks, and along the axial direction at R = 0.71 
near the hub, and R = 0.86 near the cylinder wall. Due to the 
scarcity of droplets in the solid-body rotation region, meas
urements for the unventilated condition could not be made at 
radial locations with R < 0.6, approximately 10 mm from the 
solid disk spacers. The combination of small particle concen
trations and extraneous reflections in this region of the flow 
resulted in low signal-to-noise ratios and corresponding low 
data validation rates. Similarly, the poor quality of the signals 
obtained at radial locations with R > 0.95, approximately 5 
mm from the cylinder wall, precluded making measurements 
in this region. 

All the LDV data were collected and initially reduced by an 
IBM PC/AT software program. Initial data reduction involved 

Table 2 Summary of overall estimated percentage measure
ment uncertainties for the variables shown in the table 

Dimensional 
variable 

r 
z 
V 

vrms 

a 
Q 

Type of uncertainty (%) 

Systematic 
typical 

0.1 
0.1 
0.2 
5 
— 
— 

maximum 

0.5 
0.1 
5 

50 
— 
— 

Random 
typical 

0.5 
0.3 
0.8 
0.8 
2 

1.6 

maximum 

1 
1 

1.3 
3 
3 
5 

a check-and-eliminate procedure to discard measurements fall
ing beyond a range of five standard deviations from the mean 
value. From the remaining data, mean velocities, rms veloci
ties, and time records were logged for each measurement lo
cation. Autocorrelations were obtained from the time records 
using the slotted correlation technique of Bell (1986). Applying 
the Fourier transform to the autocorrelations yielded the cor
responding power spectra. The slotted autocorrelation tech
nique accounted for the randomness in the arrival times of the 
velocity data by sorting them into equally-sized time bins. The 
size of the bins was optimized by a guess-and-correct proce
dure. Both the data collection and subsequent data processing 
programs were written in-house. 

For the unventilated flow experiments, the periodic addition 
of mineral oil droplets mixed with air, introduced through a 
small hole in the side of the cylinder, was necessary. A min
imum time of one minute was allowed for the mixture to 
equilibrate with the air in the enclosure and for disturbances 
induced by this seeding procedure to be dampened. Otherwise, 
the measurement and data reduction procedures were the same 
as for the ventilated flow experiments. 

The uncertainties associated with LDV measurements in the 
present test section have already been discussed carefully in 
Schuler et al. (1990). For the mean and rms velocities, these 
arise from sources of error in the probe volume position, re
fraction effects, random effects due to the geometry of the 
test section, electronic noise, and the introduction of venti
lation. Table 2 summarizes typical and maximum uncertainties 
affecting the main quantities of interest here. 

The uncertainty in measuring the total radial throughflow, 
Q, passing through the three inter-disk spaces was typically 
±1.6 percent and, at most, ± 5 percent of the rotameter read
ing. However, due to the test section design, it was inevitable 
that the distribution of this throughflow should differ slightly 
among the three spaces. Unfortunately, it was not possible to 
avoid these differences or measure them accurately. For both 
the blowing and sucking conditions, relative to the center pair 
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R 

Fig. 2 Radial profiles of the (a) mean and (b) rms circumferential velocity 
at the midplanes of the three inter-disk regions for fl = 37 rpm (Re = 
2.73 x 10s) using ring #1; A: Ro = 0.57, o: Ro = 0, o: Ro = -0.57 
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Table 3 Summary of experimental conditions investigated in this study. Data not shown are available 
upon request. 

Disk 
rotation 
rate 0 
(rpm) Re V, (m/s) 

Traverse type 
(center pair of disks 

unless otherwise 
stated) 

Disk spacer 
type Va (m/s) Ro 

37 

37 

300 

3600 

37 

300 

3600 

2.73 x 103 

2.73 x 103 

2.22 x 104 

2.66 x 105 

2.73 x 103 

2.22 x 10" 

2.66 x 105 

' 0.41 

0.41 

3.30 

39.6 

0.41 

3.30 

39.6 

Radial (Z = 0, and 
midplane of top and 
bottom disk pairs) 

Radial (Z = 0) 

Radial (Z = 0) 

Radial (Z = 0) 

Axial (R = 0.71, 
0.86) 

Axial (R = 0.71, 
0.86) 

Axial (R = 0.71, 
0.86) 

Solid ring, ring 
#1 

Solid ring, rings 
#1 and #2 

Solid ring, rings 
#1 and #2 

Solid ring, rings 
#1 and #2 

Solid ring, ring 
#1 

Solid ring, ring 
#1 

Solid ring, ring 
#1 

0, ±0.23 

0, ±0.23, 
±0.35 

0, ±0.23, 
±0.35 

0, ±0.23, 
±0.35 

0, ±0.23 

0, ±0.23 

0, ±0.23 

0, ±0.57 

0, ±0.57, 
±0.85 

0, ±0.070, 
±0.11 

0, ±0.0058, 
±0.0088 

0, ±0.57 

0, ±0.070 

0, ±0.0058 

of disks, slightly more radial throughflow passed between the 
top pair of disks than between the bottom pair. Velocity meas
urements were taken in all three of the inter-disk spaces to 
ascertain the impact of this flow maldistribution upon the mean 
and the rms. Typical results, shown in Fig. 2, were identical 
qualitatively and close enough quantitatively to justify re
stricting the remainder of the detailed measurements to the 
center inter-disk space. Thus, in reporting the data, the Rossby 
number for the ventilated flow experiments is based on the 
total radial throughflow divided by 3, to obtain an average 
ventilation velocity per inter-disk space. To minimize the un
certainty associated with setting a radial throughflow condi
tion, once fixed the throughflow remained unchanged while 
the disk speed of rotation was varied. While very convenient 
experimentally, Table 3 shows that this procedure led to rel
atively large values of Ro at low rpm and small values at high 
rpm. This is an important consideration when interpreting the 
experimental results. 

3 Results and Discussion 
The experimental results are presented and discussed in two 

parts. Section 3.1 deals with time-averaged results while Section 
3.2 addresses flow unsteadiness. Table 3 summarizes all the 
conditions for which measurements were made. Radial and 
axial profiles of the circumferential velocity component were 
obtained for three rotation speeds (37, 300, and 3600 rpm), 
three ventilation conditions (unventilated, blowing and suck
ing), and three disk spacer types (solid ring #1 and ring #2). 
The radial profiles were taken along the midplane between the 
center pair of disks. The axial profiles were obtained at two 
radial locations (R = 0.71 and 0.86) covering the distance Z = 0 
to Z = 0.45. In each experimental run, the total imposed radial 
throughflow was held constant while the LDV measurements 
were made. Time-averaged and rms values of velocity were 
derived from the time records obtained at each measurement 
location. All the quantities presented in the plots have been 
appropriately normalized as defined in the nomenclature. 

3.1 Time-Averaged and RMS Results. Radial and axial 
profiles of the time-averaged (or mean) velocity and its rms 
are provided in Figs. 3-7, with the relevant measurement con
ditions listed in the figure captions. We summarize here the 
main observations derived from these results. 

A comparison among Figs. 3-5 shows that ventilation sig
nificantly alters both the mean and rms velocity distributions 
in the inter-disk space at all three speeds of rotation. However, 
because it is the case with the largest absolute value of the Ro 
numbers (Ro = ±0.57 and ±0.85), the effect is strongest at 
37 rpm. Compared to the unventilated flow, Fig. 3 shows that 
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Fig. 3 Radial profiles of the mean ( - ) and rms (• • •) circumferential 
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(b) ring #2 

blowing substantially reduces the value of the mean velocity 
everywhere along the radial midplane relative to the value 
corresponding to solid-body rotation, while sucking increases 
it where R < 0.78 and reduces it where R > 0.78. (The dashed 
line along V = 1 corresponds to solid-body rotation.) The 
same trends are displayed by the mean velocity profiles for 
300 rpm, but are barely distinguishable in the profiles for 3600 
rpm. 

The rms profiles for all three rpm display a marked de
pendence on the particular ventilation condition investigated. 
First, we note that in the absence of ventilation the rms (and 
mean) velocity profiles display the same variations with disk 
speed of rotation as measured by Schuler et al. (1990), namely: 
a uniform radial distribution of low rms for 37 rpm, denoting 
a steady flow; a nonuniform radial distribution of high rms 
for 300 rpm, denoting an unsteady flow; a mildly nonuniform 
radial distribution of rms intermediate between the previous 
two values for 3600 rpm, suggesting a flow that is more tur-
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bulent than it is unsteady in its large-scale structures. In the 
work of Schuler et al. (1990) and Usry et al. (1990), it was 
argued that large nonuniform radial distributions of rms meas
ured above a critical value of 64 rpm are associated with the 
large-scale, axially aligned, circumferentially periodic vortical 
structures present in the flow. From the present figures, it is 
clear that the imposition of a ventilation condition alters the 

rms completely and we expect the periodicity of the holes in 
the spacer rings to contribute to the complexity of the distri
butions. Thus, for example, at 37 rpm, both blowing and 
sucking increase the rms along the radial midplane, but by a 
much larger factor in the case of blowing. Because we know 
that the radial throughflows for both values of Ro (blowing 
and sucking) are laminar, then at least for the case of blowing 
we must attribute the rather large value of the rms to the 
periodic passage, through the fixed measurement probe vol
ume, of the air jets emerging from the holes in the rotating 
disk spacer. That this is indeed the case is confirmed by the 
unsteady flow results presented further below. 

Surprisingly, at 300 rpm, the relative roles of blowing and 
sucking are reversed, with the sucking condition yielding the 
higher rms and, hence, the more unsteady flow. However, at 
this rpm, both ventilation conditions lead to smaller values of 
the rms relative to the unventilated condition almost every
where along the radial midplane. At 3600 rpm, for R < 0.8, 
the rms values with ventilation imposed (both blowing and 
sucking) exceed the corresponding unventilated flow values. 
That at 300 and 3600 rpm blowing should induce a smaller 
rms than sucking is attributed to two factors: (a) For the case 
of blowing, the more rapid entrainment of air emerging from 
the spacer holes into the disk Ekman layers, which reduces the 
direct impact of flow unsteadiness on the radial midplane. (b) 
For the case of sucking, the enhancement of flow instabilities 
at the location on the cylinder wall where the two Ekman layers 
turn to collide and jet back into the inner-disk space, along 
the radial midplane. At 3600 rpm, we believe it is the com
plicated, three-dimensional, unsteady (but nonturbulent) flow 
in the region near the spacer holes which accounts for the 
jaggedness observed in the rms distributions for ventilation of 
either sign. 

Comparing the (a) and (b) profiles in Figs. 3-5 shows the 
effect on the inter-disk flow of varying the number of holes 
per disk spacer. The mean flow profiles show little dependence 
on the number of holes. At 3600 rpm, the rms profiles display 
a stronger sensitivity to this effect. Surprisingly, at 37 and 300 
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rpm, for which the values of the Rossby number are larger, 
the differences due to disk spacer type are even smaller. 

Axial traverses of the mean and rms circumferential velocity 
component are shown in Figs. 6 and 7 for 37 and 300 rpm. In 
each figure, part (a) shows measurements near the disk spacers 
(R = 0.71) while part (b) shows measurements near the fixed 
cylinder wall (7? = 0.86). At both speeds of rotation, the mean 
and rms velocity profiles display relatively little variation with 
Z. However, their overall values show a strong dependence on 
the particular ventilation condition imposed. Thus, for ex
ample, at R = 0.71 with Q = 37 rpm, sucking raises the mean 
circumferential velocity in the bulk of the inter-disk space 
relative to the unventilated flow, while blowing lowers it. How
ever, the blowing condition drastically increases the velocity 
rms, while there is little difference between the rms corre
sponding to the sucking condition and the unventilated flow. 
The large increase in the rms with the blowing condition im
posed is attributed to the air jets emerging from the holes in 
the rotating spacers. Thus, much of this rms velocity is com
posed of nonturbulent, periodic pulsations. The same trends 
(in the rms dependence on ventilation) are observed for 37 rpm 
at i? = 0.86 except that, at this radius nearer the cylinder wall, 
both blowing and sucking contribute significantly to increasing 
the rms. We note that the sucking condition at R = 0.86 leads 
to a reduction in velocity as opposed to the increase observed 
at R = 0.71. This is attributed to the ingestion of low speed 
fluid near the cylinder wall. Both the mean and rms velocity 
profiles obtained for 300 rpm display a much weaker depend
ence on the particular ventilation condition due to the lower 
values of the Rossby number imposed. 

3.2 Velocity Time Records and Power Spectra. Typical 
velocity time records at two radial locations are plotted in Fig. 
8 for Q = 300 rpm and the three ventilation conditions. (The 
superficially apparent sparseness of the dotted and dashed 
profiles in the figure is not an indication of low data rates in 
the experiments. As explained above, the data rates were always 
sufficient to resolve the flow conditions investigated.) From 
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Nondimensional dominant flow frequency, N, versus radial po-
R, at Z = 0 using ring #1 for (a) Si = 37 rpm (Re = 2.73 x 103); 
300 rpm (Re = 2.22 x 10"); (c) il = 3600 rpm (Re = 2.66 x 105) 

data such as this we derived the corresponding power spectra, 
and from the spectra we chose those values of frequency, / , 
with energy significantly larger than the background threshold. 
Nondimensional values of these frequencies obtained at Z = 
0 are plotted in Figs. 9(a)-(c) as a function of R for three 
ventilation conditions using ring #1 (24 holes). We take these 
non-dimensional values of / to be indicative of the presence 
of structures in the flow; either axially aligned as discussed in 
the Introduction, or in the cross-stream plane as calculated by 
Humphrey et al. (1992). 

The results for 37 rpm are fairly straightforward to interpret. 
It is clear for the case of blowing that the periodicity of the 
jets (Af = 24) emerging through the spacer holes is felt up to 
R = 0.76. Similarly, at R = 0.57, the presence of the holes 
is also registered for the case of sucking. In the absence of 
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ventilation, the disk speed of rotation (N = 1) is sensed at 
almost all R. For both blowing and sucking the value of TV = 
6 suggests that both of these ventilation conditions are capable 
of triggering flow instabilities that evolve into axially-aligned 
vortical structures of the type and number visualized by Abra-
hamson et al. (1991), and measured by Usry et al. (1990) in 
the present test section for fi > 64 rpm. 

The results for 300 and 3600 rpm are more difficult to in
terpret. The values of TV = 5 for 300 rpm, and TV = 2 for 
3600 rpm, for the unventilated condition are in agreement with 
corresponding unventilated 'flow results obtained by Usry et 
al. (1990). Apparently, the number of disk spacer holes is not 
detected at Z = 0 for any value of R at these two speeds of 
rotation. For the blowing condition this suggests that, at these 
two speeds of rotation, the jets emerging from the spacer holes 
are rapidly entrained into the disk Ekman layers, away from 
the midplane (Z = 0) where the measurement probe was lo
cated. Notwithstanding, at most radial locations both blowing 
and sucking result in several, essentially integer, values of TV 
suggesting various co-existing modes or structures of motion. 
At 300 rpm blowing tends to induce larger values of TV (ranging 
from 2 to 9) than sucking, but only for sucking is the disk 
speed of rotation (TV = 1) registered at essentially all R. Given 
the relatively low values of the Rossby numbers imposed at 
3600 rpm, the marked sensitivity of the flow to the presence 
of large-scale structures for both the blowing and sucking 
conditions is quite remarkable and is an important consider
ation in the design of ventilated disk storage systems with high 
speeds of rotation. 

4 Conclusions 
Time-resolved and time-averaged measurements of the cir

cumferential velocity component were obtained for the unob
structed flow of air between the center pair of four disks 
corotating in a fixed cylindrical enclosure. Both ventilated and 
unventilated radial throughflow conditions were explored, with 
the characteristics and structure of the flow displaying an 
equally complex dependence on both the blowing and sucking 
conditions. The data serve as a new target for numerical pro
cedures aimed at predicting time-averaged quantities in un
steady, strongly-curved flows. 

For values of the Rossby number such that iRol < 0.01, 
approximately, the mean velocity profiles show a relatively 
weak dependence on the ventilation condition. In contrast, the 
rms profiles are observed to depend significantly on the par
ticular ventilation condition imposed over the entire range of 
Rossby numbers explored, IRol < 0.85. These conclusions 
are independent of the number of holes in the disk spacer rings 
investigated and are important for improving ventilated disk 
storage system designs. 

A dimensionless frequency parameter, TV, was defined that 
serves to quantify non-turbulent mean flow unsteadiness and 
is postulated to be related to the presence of large-scale struc
tures in the flow. For the unventilated condition and at all 
speeds of rotation, the measured values of TV agree with earlier 
findings. No general rules appear to emerge from the ventilated 
flow data that allow TV to be predicted as a function of the 
Rossby number. However, for IRol > 0.57 the presence of 
holes in the disk spacer rings is sensed by the bulk of the inter-
disk flow. The same cannot be said for smaller values of the 
Rossby number. For the blowing condition this suggests that 
there exists a critical value of the Rossby number, in the range 
0.1-0.5, characterizing the immediate entrainment of the spacer 
jets into the disk Ekman boundary layers. 

Earlier calculations of ventilated unsteady inter-disk flows, 
by Humphrey et al. (1992), revealed a marked sensitivity of 
the results obtained to the particular ventilation condition im
posed. Thus, blowing was found to stabilize inter-disk flow at 

the expense of increased dissipation. In contrast, sucking sig
nificantly reduced dissipation, but at the expense of a strongly 
destabilized flow. The sensitivity of inter-disk flows to the 
boundary conditions imposed points to the importance of both 
the physical realism and accurate numerical representation of 
the boundary conditions. In this regard, present experimental 
results suggest that both blowing and sucking induce flow 
unsteadiness in rather complicated (not readily obvious) ways. 
Therefore, continuing experimental and numerical work, es
pecially that aimed at improving disk storage system designs, 
must pay special attention to this problem, including analysis 
of the interactions between unsteady flow structures and inter-
disk obstructions such as suspensions supporting magnetic 
heads. 
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On the Flow Structure Due to 
Corotating Disks With a Ventilated 
Hub 
The effects of hub ventilation on the flow structure between corotating disks enclosed 
in a stationary cylindrical shroud have been studied using quantitative flow visu
alization. The ventilation flow resulted from the pumping of the rotating disks. The 
geometry of the ventilation holes and the total open area were varied and the flow 
structure was compared to the solid hub case. Many of the features present in the 
solid hub case remained in modified form. The radial extent of the region purged 
by the through-flow was independent of the hub open area, which ranged from 3.4 
to 37.5 percent of the total hub area. Additionally, the radial extent of the purged 
region was found to be independent of the Reynolds number. 

Introduction 
The mechanics of the stationary flow field associated with 

corotating disks enclosed in a cylindrical shroud with a solid 
hub was investigated by Abrahamson et al. (1989), who divided 
the flow field into three distinct regions. The region adjacent 
to the hub was designated the Inner region, which rotates in 
solid body motion at disk speed. Little mixing occurs in this 
region and no boundary layers exist on the disks. Encircling 
the Inner region is the Outer region, which is distinguished by 
the presence of vortical structures which span the space between 
the disks and are evenly distributed in the circumferential di
rection. These vortices are responsible for the polygonal shaped 
boundary separating the two regions. Measurements and anal
ysis of the Inner and Outer regions have been made by Schuler 
et al. (1990). The third identifiable region, designated the 
Shroud Boundary Layer region, is found adjacent to the 
shroud. 

The current investigation considers the flow in a similar 
geometry with a significant difference. The hub was perforated 
to allow radially directed flow through the disk assembly. 
Previous investigations (Abrahamson et al., 1991; Chang et 
al., 1989; Humphrey et al., 1992; Kaneko et al., 1977; Owen 
and Pincombe, 1980; and Owen et al., 1985) have used an 
external pump to control the radial through-flow. In the cur
rent investigation, as in most disk drive applications, the ro
tating disks were the pump and controlled the through-flow. 
Hide (1968) studied source-sink flows associated with a rotating 
fluid. Using a rotating cylindrical cavity, Hide observed that, 
fluid from a centrally positioned source moved radially until 
entrained into the disk boundary layers, which transported the 
fluid around the rotating core flow. A peripherally distributed 
sink provided an exit for this fluid. The present study differs 
from Hide's work in that the stationary shroud generates sec-
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ondary flow structures in the core flow, but in the through-
flow effected region, the flow is similar. The objectives of this 
study were to develop an understanding of both the effect of 
the through-flow on the above-described flow structure and 
the effects of different ventilation geometries. Two studies, 
each concerned with different aspects of the ventilation ge
ometry, were performed. In the first study, the open area in 
the hub was held constant and two ventilation patterns were 
used. In the second study the ventilation hole pattern was fixed 
while the total open area (ventilation area) was varied. In both 
studies, the rotational rate was varied and the displacement of 
the Inner region away from the hub was used to indicate the 
effectiveness of the through-flow at purging the rotating cavity. 

Experimental Facility 
A large scale experimental facility, which uses water as the 

working fluid, was developed for these studies. The hub as
sembly consisted of four glass disks and three spacer rings as 
shown in Fig. 1. The upper and lower spacer rings were solid 
while the middle ring was perforated. Perforation of all spacers 
does not significantly effect the results. Using the hub radius 
(127 mm) as a length scale, the geometry is presented in di-
mensionless form. The disk radius was 2, the spacing between 
any two disks was 0.125, and the cylindrical shroud radius was 
2.063. The centering device for the disks and spacers occupied 
63 percent of the annulus between the spindle and disk inner 
radius. 

In the first study, two spacer rings were used. One ring had 
48 semicircular holes distributed evenly along the top and bot
tom of the spacer as shown in Fig. 1, while the second ring 
had 24 equivalent sized circular holes equally spaced around 
its midplane. Each spacer had an open area equaling 7.9 percent 
of the total area by using holes having a 3.63 mm radius. The 
second study used 4 spacer rings, each having the semicircular 
hole pattern. The open-area percentages of the total area were 
3.4, 7.9, 18.3, and 37.5 when using hole radii of 2.37 mm, 
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3.63 mm, 5.55 mm, and 7.94 mm, respectively. The design of 
the hub interior minimized the flow losses so as to isolate the 
effects of the spacer rings. 

The Reynolds number, defined using the tip speed and radius 
of the disk, is Re = QR2/v, where Q is the rotational speed, 
R is the disk radius, and v is the kinematic viscosity. The 
Reynolds numbers ranged from 3.36 X 104 to 3.36 X 105. 

To visualize flow structures, dye was introduced into the 
test volume. A detailed explanation of the dye technique can 
be found in Abrahamson et al. (1989). A video camcorder 
recorded the flow visualizations. Several trials were completed 
at each speed and hub configuration. From those trials, two 
were selected to study the region affected by the ventilation 
flow. The edge of this region was observed to be the transition 
from no dye to a high concentration of dye. A frame grabber 
captured individual video frames, which were analyzed on a 
computer. For each frame, eight measurements were made of 
the inner boundary of the displaced Inner region, which is 
described below. These measurements were averaged to obtain 

one value for each speed and hub configuration. The uncer
tainty in these measurements, estimated from the maximum 
and minimum values for each case, is approximately 8 percent. 
It should be noted that this uncertainty is not a measurement 
uncertainty per se, but the uncertainty in trying to assign a 
circular measurement to a shape that roughly resembles a pol
ygon. 

Discussion 
A qualitative description of the flow field is presented first 

to give insight into the observed flow structures. The results 
were quantified to compare the effects of changing the hub 
configuration. 

The flow field is nominally stationary, but the following 
discussion is cast from an unsteady perspective of the evolution 
of a visualization. Dye placed near the hub immediately showed 
the influence of the ventilation flow. From inside the hub, 
undyed fluid emerged from the hub as radial jets, which were 
turned in a tangential direction by the Coriolis force and merged 
as shown in Fig. 2. The merging jets formed a circular front, 
which was indifferent to the ventilated hub configuration. As 
the through-flow both neutralized and displaced dyed fluid 
radially outward, the dye front became distorted and began 
bulging outwards. When the visualization became stationary 
the former Inner region remained as a low mixing region dis
placed from the hub as shown in Fig. 2. 

In its stationary state, the Inner region had a coarse polyg
onal shape as sketched in Fig. 2. For the 7.9 percent open-
area ratio, the ventilation pattern (center holes or alternating 
semicircular holes) had no effect on the shape of the Inner 
region. As in the nonventilated case, the shape of the Inner 
region was influenced by the vortical structures present in the 
Outer region (see Abrahamson et al., 1989). However, unlike 
the solid hub case, the boundary separating the displaced-Inner 
and Outer regions was not smooth. The sides of the irregular 
polygonal-shaped displaced Inner region appeared to be formed 
by groups of structures rather than one large structure per side 
and except for the discussion below, no Re effects were ob
served. 

For the two smallest open-area ratios, the low Re visualiz
ations were slightly different in that small pockets of dye re
mained adjacent to the hub, between the ventilation holes, 
after the balance of dye in the region was neutralized. This 
indicates stagnant zones near the hub which were not observed 
in the high Re visualizations. Unique to the two large open-
area ratios was a phenomonon where dyed fluid was drawn 
radially inward from the displaced Inner region toward the 
hub in inward-directed finger-like protrusions. These dye pro
trusions took a corkscrew path (with axes in the disk plane) 
toward the hub, but no rotational preference could be dis
cerned. 

Boundary layers along the disk surfaces were observed as 
layers of undyed fluid (ventilation flow) adjacent to the sur
faces with a core of dyed fluid sandwiched between them. The 
region effected by the through-flow was observed (but not 
measured) to rotate slower than the disk speed, causing bound
ary layers to be generated. The boundary layers transported 
fluid from the through-flow affected region (see Fig. 2), around 
the displaced Inner region, out to the periphery of the disks. 
Spacer ring geometry had no observable effect on boundary 
layer development. 

Quantitative measurements of the flow field were obtained 
from video and scaled by the hub radius. Figure 3 is a plot of 
the dimensionless radius of the ventilation-effected region as 
a function of Re. The two curves correspond to different ven
tilation patterns. As seen in the figure, the dimensionless radius 
of the displaced Inner region is approximately 1.4. The center 
hole configuration appears slightly more effective at displacing 
the Inner region away from the hub. However, the differences 
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between the two curves are well within the experimental un
certainty of 8 percent, so the configurations yield essentially 
the same results. Figure 4 is a plot of the dimensionless radius 
of the effected region as a function of Re for the study varying 
the open-area ratio. The dimensionless radius appears to in
crease slightly with Re, but again this trend remains well within 
the experimental uncertainty. The visualizations indicate that 
the purging action of the flow adjusts to the disk rotational 
rate. The hub configuration does not effect the ventilation 
flow rate, since the Inner region was consistently displaced a 
constant distance. 

The penetration radius did not vary over the range of Re 
used in this investigation. Owen (1988) showed that the en-
trainment rate into the disk boundary layer increased with 
increasing Re for a similar rotating cavity, but with a forced 
through-flow. This indicates that more fluid is pumped through 
the cavity as the rotational rate increases. Although the through-
flow is not forced in this investigation, the expectancy is for 
the entrainment rate to increase with Re. However, the overall 

flow structure is unaltered by this increase in the entrainment 
rate. Fluid flowing in the disk layers passes around both the 
displaced Inner region and the Outer region. The shroud 
boundary layer accepts this excessive flow and redirects the 
flow leaving at the disk edge. Moveover, the structure of the 
flow field is not expected to be radically changed when varying 
disk separation distance. Calculations by Abrahamson and 
Lonnes (1992) indicate a strong exponential dependence be
tween the through-flow and Reynolds number when the dis
placement of the "Inner region is fixed at 1.4 hub radii. This 
is true for a wide range of disk separation distances. It is 
uncertain why the through-flow affected region is consistently 
1.4 hub radii in extent. One parameter which might shed some 
light on Reynolds number dependence is the ratio of the hub 
to disk radii, which was held fixed at 1/2 in this investigation. 

Conclusion 
Although a rotating disk acts as a pump, attempts to use 

disk pumping to purge the cavity between a pair of corotating 
disks had limited success. Perforation of the hub allows flow 
to enter the space between the disks and rapid rotation spreads 
the flow uniformly between them. The purging capacity is 
limited by the boundary layers, which eventually entrain all 
of the inflow. Consequently, beyond the radial location of 
complete entrainment, there is no purging flow in the space 
between the disk boundary layers. As shown in Figs. 3 and 4, 
regardless of the Reynolds number and the size of the hub 
perforations, approximately 40 percent of the radial extent 
from the hub to disk radius is purged. The remaining 60 percent 
is similar to the nonventilated case. The displaced Inner region 
has low mixing when compared to the rest of the flow field 
and the Outer region is dominated by large-scale vortical struc
tures. 
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Influence of Vibration Amplitude 
on Laminar Flow Over a Plate 
Vibrating at Low Strouhal Number 
The spectral and hydrodynamic response of laminar flow over a flat plate with a 
vibrating section forced in sinusoidal motion with a dimensionless amplitude ratio, 
HQ (vibration amplitude divided by plate length) varying in the range 0.0 < H0 < 
0.1 is analyzed using numerical simulations. The Reynolds number, Re, based on 
the length of the vibrating plate, is fixed at 1000. The flow is simulated for Strouhal 
number, St, = 0.25 (low frequency). The spectral characteristics are obtained by 
performing Fast Fourier Transform (FFT) on the pressure coefficient time series 
data. The hydrodynamic analysis is performed by plotting stream function contour 
plot in the vicinity of the vibrating section for one vibration cycle. The model 
predicted results show that the friction and pressure coefficients over the vibrating 
body vary with vibration amplitude. For low amplitude ratios, the interaction of 
the external flow with the vibrating section is linear and there is little up or down
stream influence. For high H0, there is considerable downstream influence of the 
disturbance. Nonlinear energy transfer, as evidenced by the existence of a significant 
first harmonic in the pressure wave, takes place between the vibrating plate and the 
flow field. Energy transfer to the higher harmonics is less significant. 

Introduction 
The interaction between a vibrating body and the overlying 

fluid is an important phenomenon in many engineering ap
plications (Blevins, 1977 and Telionis, 1981). The unsteadiness 
may be caused by the change in shape of the flexible body or 
by disturbing the free-stream flow. Curie (1955) found that 
the time varying shear stresses act as dipole sources for noise 
generation from oscillating flows. Time varying normal and 
shear stresses, which act as sources for sound generation, can 
also be created when there is an external flow over an oscillating 
body or wall. 

There is another class of important problems in fluid dy
namics that involve unsteady forces. These are problems deal
ing with wave loads on offshore structures, wind loads on tall 
buildings, and airplane wings with flutter. The body shapes in 
offshore structures are generally bluff, so that separation ac
companies the flow. These flow separations create unsteady 
forces on the structure which in turn oscillate and disturbs the 
external flow. These fluid-structure interactions create com
plicated flow patterns and induce nonlinearities in the flow 
field. 

Before analyzing the coupled (solid/fluid interaction) prob
lem, the hydrodynamic characteristics of external flow over a 
vibrating body have to be thoroughly investigated. Venkat and 
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Spaulding (1991) developed a numerical model to predict the 
flow over a flat plate containing a section of length L vibrating 
in simple harmonic motion. The fluctuating flows investigated 
here are generated through imposed disturbances of known 
frequency and amplitude on the plate surface. The flow was 
simulated for Strouhal numbers varying in the range 0.0 < 
St < 1.0. The Reynolds number, Re, based on the vibrating 
plate length, L, was maintained at 1000 (or Reynolds number, 
Re = 9000, based on the length from the entry region of the 
domain to the leading edge of the vibrating section). The am
plitude of vibration, H0 was fixed at 0.1. For these flow con
ditions they showed the generation of higher harmonics in the 
pressure for medium and large Strouhal number cases due to 
nonlinear interaction between the vibrating region and the 
external flow. They observed that the nonlinear interaction 
between the vibrating fluid near the plate and the external flow 
is controlled not only by the Strouhal number but also by the 
Reynolds number and the vibration mode and amplitude of 
the plate. This paper investigates the impact of the vibration 
amplitude on the nonlinear interaction between the fluid and 
the vibrating plate. 

Mathematical Formulation 
A typical fluid-structure interaction problem is shown in 

Fig. 1. In the present work, the problem is decoupled and the 
hydrodynamic region is solved using the two-dimensional in
compressible Navier-Stokes equations and conservation of 
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Fig. 1 Schematic diagram for fluid-structure interaction problem 

mass equation in an x-y coordinate system, formulated in 
terms of vorticity and stream function. The flexible structure 
influence comes through the known time dependent boundary 
condition at the wall. The physical domain is shown in Fig. 
2(a) . The flow equations and the associated boundary con
ditions are described in detail in Venkat and Spaulding (1991) 
and Venkat (1991), only a brief description of the formulation 
is given here. The governing equations, in dimensionless form, 
are given by 

y . O 

max 

5=5 max 

d W . 

b) Computational Plane 

dco do> ddi 1 

dt U dx V dy ~ Re 
d2o) d2u 
dx2 + dy2 

aV aV 
dx2^dy2 

(1) 

(2) 

The velocity profile for a given Reynolds number at the 
upstream boundary is calculated using the Blasius equation 
(White, 1991) assuming that the leading edge of the plate (sec
tion FA) is located at a distance, xs from the entry region of 
the model domain. In the present analysis, xs is equal to 1. 
Top boundary (section FE) is kept sufficiently far away such 
that u = 1 and co = 0 (Fletcher, 1988). An alternate frictionless 

Fig. 2 Physical and computational planes for simulating viscous flow 
over a vibrating plate 

"wind tunnel" boundary condition is to specify u = 1 and v 
= 0 on FE. This effectively imposes a Dirichlet boundary 
condition i/-FE = \//F. As long as FE is sufficiently far from the 
vibrating section the global solution will be relatively insensitive 
to the particular boundary condition specification on FE. The 
normal second or higher order derivatives of stream function 
and vorticity are assumed zero at the downstream boundary 
(section DE; Fletcher, 1988). 

On the plate surface, a section vibrates in simple harmonic 
motion (section BC). The equation for plate deflection is given 
by 

N o m e n c l a t u r e 

a = body vibration amplitude, 
m 

Cj = friction coefficient on the 
plate surface 

Cp = pressure coefficient on the 
plate surface 

/ = plate vibration frequency, 
Hz 

H0 = nondimensional body vi
bration amplitude ratio 
(a/L) 

J = Jacobian of the transfor
mation 

L = characteristic length of the 
vibrating portion of the 
body, m 

n = plate vibration mode 
p = dimensionless pressure (p 

= P/pUj) 
P = fluids pressure, kg/m2 

Re = Reynolds number {U„L/v) 
Rex = local Reynolds number 

St = Strouhal number (/L/C/„) 
T = dimensional time (s) 

u, v 

U. V 

dimensionless time (t = 
TU/L) 
dimensionless horizontal 
and vertical velocities (u 
= U/Um, v = V/Ux) 
horizontal (along plate/ 
cylinder) and vertical ve
locities (normal to plate/ 
cylinder), m/s 

Um = free-stream velocity 
x, y = nondimensional coordi

nates in the physical plane 
(x = X/L,y= Y/L) 

*LE» *TE = leading and trailing edges 
of the vibrating section of 
the plate in the physical 
plane 

•*max = length of the computa
tional domain in the physi
cal plane 

xs = nondimensional distance 
between the leading edge 
of the plate and the model 
entry domain 

X, Y = dimensional coordinates in 
the physical plane 

.Vmax = height of the computa

tional domain in the physi
cal plane 

* = dimensional vorticity, 1/s 
P = fluid density 
^ = dimensional stream func

tion, m2/s 
£, r; = coordinates in the bound

ary fitted computational 
domain 

£max = length of the computa
tional domain in the 
boundary fitted plane 

'/max = height of the computa
tional domain in the 
boundary fitted plane 

£LE. £TE = leading and trailing edges 
of the vibrating section of 
the body in the boundary 
fitted computational plane 

i/s $ = dimensionless stream func
tion (f = V/LU) and 
vorticity (w = §L/U) 

<5LE = boundary layer thickness 
at the leading edge of the 
vibrating plate section 

/3,7 = metric coefficients in the 
boundary fitted plane 
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yw(x,t)=H0Sm (2irtSt)Sm(rnx) xLE<x<xTE (3) 

On the remainder of the plate (sections AB and CD) 

yw(x,t) =0.0 0<x<xhE and xTE<x<xmax (4) 

The stream function on the vibrating section of the plate is 
calculated by integrating the velocity of vibration along the 
plate surface. Simultaneously the derivative of the stream func
tion in the y direction is set to zero to satisfy the no-slip 
boundary condition (d\[//dx = 0). On the rest of the plate 
surface the stream function is constant and is zero. There is 
no direct boundary condition available for specifying the vor-
ticity on the plate surface. It is therefore evaluated by applying 
the Poisson equation for stream function (Eq. (2)) on the plate 
surface. 

The flow and associated boundary conditions are trans
formed to a boundary fitted computational plane (Venkat and 
Spaulding, 1991 and Venkat, 1991) where time dependent 
boundary motion is mapped to a constant, immovable coor
dinate line (Fig. (2), Thompson, 1982). This transformation 
allows the present problem, with time dependent boundaries, 
to be solved with relative ease. 

Numerical Method 

The Line Gauss Seidel numerical scheme of Napolitano and 
Walters (1986) is adopted for the present numerical simula
tions. The grid and the flow equations in the transformed plane 
are discretized using second order finite differences and the 
resulting algebraic equations form an TVx TV* banded matrix. 
This matrix, along with the tranformed boundary conditions 
(Venkat and Spaulding, 1991), is solved using a Thomas Tri-
Diagonal Matrix Algorithm (Bringen and McMillan, 1980 and 
Napolitano and Walters, 1986) from upstream to downstream 
for each time step. The time step is evaluated based on the 
stability analysis given in Roache (1972) and Peyret and Taylor 
(1983) for incompressible flows. The physical domain is divided 
into an inner viscous region and an outer inviscid region. In 
the outer inviscid region the Poisson equation for stream func
tion with w = 0 (Eq. (2)) describes the flow while inside the 
boundary layer, solutions for both the stream function and 
vorticity must be obtained. The dividing line between these 
two regions depends upon the flow Reynolds number and the 
body geometry (Halim, 1986 and Venkat and Spaulding, 1991). 

The unperturbed boundary layer solution is used as an initial 
guess for the stream function and the vorticity variables. Be
cause of the nonlinearities in the flow equations the vorticity 
on the body and in the domain is under-relaxed to avoid in
stability for high frequency plate vibrations while the stream 
function in the domain is over-relaxed to speed the conver
gence. Absolute convergence criteria are used for both vari
ables. The converged stream function and vorticity values for 
each time step are used to calculate the friction and pressure 
coefficients (C/£ ,?7 = T;I, t), CP{£,7) = T)\, t)) on the plate sur
face. They are given by 

C^,n = Vut)--
_2_ 
Re 

2 fdydv dyd}l 
(5) 

Cp = (yj/, T/ = i7i, t)=pi-pi i _ J j [Me \P da 7 as) 

dx du 

"dl~dl~ 
dydy 1 d(u2+v2) dx dy 

+V(j> Wo) — 

a? dt 2 d% a? d% 
d? (6) 

where uw is the plate or wall vorticity, p f is the reference 
pressure at £' = £, and pix is the pressure at £' = £[. The 
nonlinear characteristics of the flow field are analyzed by ap
plying Fast Fourier Transform on the discrete numerical data 
(Cp) obtained from the numerical flow solutions. The data 
(2048 points) for the FFT analysis use the last cycle (steady 

state) of the time series, Cp data. In this approach, any sub-
harmonics created during the transient stage are not included 
in the spectral analysis. The Fourier transform (Newland, 1975) 
is given by 

, r = N-\ 

G = gfi 
2-ffkr 

N k = 0, 1,2....(7V-1) (7) 

where gnr = 0 ,1 , 2, .-...{N— 1) is a series of discrete functional 
values of a function g equally spaced in time t such that T = 
Ndt where T is the period, N is the number of equally spaced 
time intervals of the period and dt is the time interval. Thus 
modulus of G (e.g., IGI) gives the spectral amplitude at various 
discrete frequencies. 

Model Testing and Sensitivity Analysis 
The numerical model has been tested against Blasius flow 

over a flat plate, cavity flow, and oscillatory flow in a channel 
with wavy walls. In each case the model predictions compared 
well with available analytic solutions, other numerical solutions 
or experimental observations. These applications are described 
in detail in Venkat (1991) and Venkat and Spaulding (1991). 
The problem of interest is to simulate the laminar flow over 
a flat plate, a section of which is subjected to vibratory motion. 
Before modeling the vibratory problem, the steady flow over 
a sinusoidal bump with an amplitude equal to the maximum 
amplitude of vibration under study was tested to characterize 
the impact of grid resolution and the size of the computational 
domain on the predicted results (Venkat, 1991). 

The model was first tested for the influence of the location 
of up and downstream (sections FA and ED) and free-stream 
boundaries (section FE) on the numerical results. After some 
trial runs, the up and downstream boundaries were located 8 
bump lengths away from the bump such that the deviation in 
Cj values between the Blasius solution and the model prediction 
at the downstream boundary was less than 2%. Similarly, the 
top boundary was located 6 bump lengths away from the body 
surface such that there was no influence of the boundary on 
the model predicted results. 

Next the impact of the bump grid resolution in the x direction 
on the model predictions was analyzed. This was achieved by 
progressively increasing the number of grids on the bump. For 
each test run, the model predicted Cf VRe at the maximum 
bump amplitude position (x = 8.25) versus dy/dx ratio was 
plotted, where dx is the grid size in the x direction on the bump 
and dy is the grid size between the bump and the r\ = 2 line. 
This is shown in Fig. 4. As dy/dx increases (grid resolution in 
x increases) the skin friction coefficient at the bump decreases 
and reaches an asymptote around dy/dx = 2.0. This value of 
dy/dx was chosen for the subsequent grid spacing in the x-
direction on the bump. 

Finally, the number of grids on either side of the bump in 
the x-direction were decreased to determine the minimum num
ber of grids while still maintaining an accurate solution. This 
ultimately decreases the computational time. The final grid 
domain (61 x41) is shown in Fig. 3. Similar analysis is per
formed for unsteady flow over a vibrating plate. Uncertainties 
in the numerical results were estimated by comparing com
putations using different mesh sizes (81x51, 71x51, 61 x 5 1 , 
61x41). A detailed description of the sensitivity analysis is 
given in Venkat (1991). 

Results and Discussions 
The goal of the present work is to understand the influence 

of plate vibration amplitude on the flow while maintaining the 
Reynolds number at a fixed value. It was shown earlier (Venkat 
and Spaulding, 1991) that the nonlinear properties of the ex
ternal flow are controlled by the term v(du/dy) at the plate 
surface. The velocity normal to the plate v is directly propor-
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Vibrating section 

Fig. 3 61 x 41 grid domain for simulating viscous flow over the vibrating 
plate 
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Fig. 4 Variation of CfjRe with dy/dx ratio at x = 8.25 

tional to the frequency of oscillation of the body (Strouhal 
number) while the gradient of u in the y direction on the body 
surface (du/dy) is controlled by the Reynolds number of the 
flow and the body vibration mode and amplitude. By varying 
the vibration amplitude both terms of the convective accel
eration component of the flow momentum balance are af
fected. In the present study the nonlinear behavior of the 
external flow is analyzed in the range of 0.0<ff0<0.1 while 
maintaining the Strouhal number, St at low (St = 0.25) value. 
The Reynolds number, Re, is fixed at 1000. The Reynolds 
number based on distance from the leading edge of the plate 
(point A in Fig. 2(a)) to the leading edge of the vibrating 
section (point B in Fig. 2(a), xLE = 9.0), Re, is 9000. This 
gives a boundary layer thickness (SLE) to vibrating plate length 
ratio of 0.4743 at the leading edge of the vibrating section and 
hence the boundary layer is relatively thick compared to the 
plate length. 

Low Frequency of Vibration (St = 0.25). The flexible sec
tion of the plate is forced to vibrate as shown in Fig. 2(a). 
The Strouhal number, St, is fixed at 0.25. The plate therefore 
vibrates slowly compared to the advective time scale of the 
free-stream flow. The value of H0 /5LE varies from 0 to 0.21 
(0<H0<Q.\). The boundary layer is hence quite thick over 
the vibrating section and the shear rate relatively low. Simu
lations are run until the predicted flow field is in steady state, 
defined by comparing one plate vibration cycle to the next. 
The pressure envelope, defined as the maximum and minimum 
predicted pressure versus x for H0 = 0.01 is shown in Fig. 
5(a). The pressure coefficient, Cp, maximum decreases grad
ually until x = 8 and then increases significantly until x = 
8.5. It then decreases until x — 9 and shows a gradual increase 
until x = 10 and becomes constant for the remaining portion 
of the plate. The opposite is observed for Cp minimum. Since 
the amplitude of vibration is small, the rate of change of shear 
stress along the vibrating section in the x direction is also small. 
The shear stress magnitude follows the deflection of the plate 
with little spatial shift. The uncertainty in Cp is + 0.0005. When 

0.040 

0.032 

0.024 

O.OIS 

0.008 

0.000 

-O.OOB 

-O.OI6 

-0024 

-0.032 

-0.040 

A - Cp maximum 

° — Cp minimum 

Uncertainty in Cp = ± 0.0005 
L.E 

no 

T.E 

- 0.010 

a H a S - * - * - ^ — * ft A 
" - e - e — B — H — H H 

• 

(a) 

0.10 

0.08 

0.06 

O.04 

0.02 

0.02 

0.04 

o.oe 

o.oa 

o.fo -1 

A - Cp maximum 

• - Cp minimum 

Uncertainty in C„ = ± 0.0009 
LE 

Ho 

T.E 

- 0.025 

• I • • 

X - AXIS 

(b) 

0.20 -

o.te -

0.12 

O.OB -

0.04 -

0.04 • 

0.08 ' 

0.12 

o.te -

0.20 -

& - Cp m a x i m u m 

O - Cp minimum 

Uncertainty in Cp = ± 0 . 0 0 6 ^ 
L.E 

Ho - 0.0.50 

T.E 

—tr~~ 

D a a 

X - AXIS 

(O) 

A - Cp maximum 

D - Cp minimum 

Ho = 0.100 

—a—a—B—&-e-&#® 

Uncertainty in Cp = ± 0.009 
L.E 

•9 D-O—B S FJ 

(d) 

Fig. 5 Variation of pressure coefficient along the vibrating plate for 
different vibration amplitudes at Re = 1000, n = 2, and St = 0.25 

the amplitude is increased to 0.025 (Fig. 5(b)), the Cp max
imum (minimum) curve increases (decreases) until x = 8.5, 
decreases (increases) until x = 9.0, and ultimately reaches a 
steady small value downstream. This happens because the C, 
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versus x curve deviates from the shape of the vibrating section 
as H0 increases. The uncertainty in the predicted Cp for this 
amplitude is +0.0009. As the amplitude is increased further, 
the Cp envelope increases at the trailing edge of the vibrating 
section (x > 0.9) and reaches an increasingly larger constant 
value downstream. This is clearly shown in Figs. 5(c) and 
5 (d) for H0 = 0.05 and 0.10, respectively. The corresponding 
Cp error estimates for H0 = 0.05 and 0.10 are 
+ 0.006 and +0.009, respectively. 

The increase in the pressure envelope range with vibration 
amplitude can be explained by analyzing the stream function 
plot for one complete plate oscillation at T/8 time intervals 
for various H0. They are shown in Figs. 6, 7, and 8 for H0 = 
0.01, 0.05 and 0.10 cases, respectively. At t = 0 (Fig. 6(a)), 
the upward moving fluid on the first half of the vibrating 
section of the plate forms a small recirculation zone with the 
downward moving fluid on the second half of the vibrating 
section. As described in Venkat and Spaulding (1991), this 
recirculation zone creates a small pseudo-surface displacement 
in the vicinity of the vibrating section. The incoming flow is 
deflected very little because of the limited extent of this recir
culation zone. The up and downstream influence due to the 
oscillating fluid is minimal. The small recirculation zone re
sembles a half sine wave (n = 1) with a very small amplitude 
(Fig. 6(a)). The fluid is also deflected in the same half sine 
shape and hence the increase (decrease) and the corresponding 
decrease (increase) in the Cp maximum (minimum) curve for 
H0 = 0.01 (Fig. 5(a)). When the plate moves to the T/8 
position, in addition to the plate velocity the plate deflection 
also disturbs the incoming fluid. Since the plate vibration am
plitude is very small its influence is barely seen in Fig. 6(b). 
As the plate reaches the T/4 position (maximum displacement, 

zero vibration velocity), the flow remains attached to the plate 
(Fig. 6(c)). When the plate moves into the second quarter 
time period, very little incoming fluid moves into or out of 
the vibrating section (Figs. 6(d) and 6(e)). As the plate moves 
to the end of the third quarter time period, the flow again 
follows the plate geometry (Fig. 6(g)). In the fourth quarter, 
the fluid is pushed upward on the first half and pulled down
ward on the second half of the vibrating section. These move
ments create a recirculation cell similar to the t = 0 case. The 
flow pattern described above repeats for subsequent cycles. 
With increasing vibration amplitude the cell size at t = 0 
increases (Fig. 7(a), H0 = 0.05 and Fig. 8(a), H0 = 0.10). 
The pressure coefficient increases correspondingly (Figs. 5(c) 
and 5 (d)). At t = T/4, at high vibration amplitude (H0>0.05), 
the flow separates from the plate and forms a separation bubble 
on the second half of the vibrating section (Fig. 7(c)). As 
expected, the size of the separation bubble increases with in
creasing vibration amplitude (compare H0 = 0.05, Fig. 7(c) 
to H0 = 0.10, Fig. 8(c)). As the plate moves to the second 
quarter time period (T/4 < t < T/2), unlike the low Ho case, 
fluid near the vibrating section is disturbed (Figs. 1(d) and 
8(d)). The incoming fluid is drawn into the low pressure region 
created by the downward motion of the first half of the plate 
whereas the upward motion of the later half of the plate dis
places fluid normal to the plate which is eventually advected 
downstream (Figs. 7 (e) to 7 (/) and 8 (e) to 8 (/)). During the 
third quarter time period (t = 3T/4) the flow separates at the 
leading edge of the plate. The trough separation bubble size 
increases (Figs. 7(g) and 8(g)) with increasing H0. In addition, 
a small separation bubble is created near the trailing edge of 
the vibrating plate for the highest amplitude case (H0 = 0.1, 
Fig. 8(g)). These flow patterns show that the formation of 
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Table 1 Mean and amplitude of downstream pressure wave at x 
17.00 for various vibration amplitudes {x = 17, Re = 1000, n = 2, St 
0.25) 

Strouhal 
Number 

0.250 

Vibration 
Amplitude 

0.010 

0.025 

0.050 

0.075 

0.100 

Maximum 

-0.0055 

0.0123 

0.0721 

0.2020 

0.3555 

c, 
Minimum 
-0.0115 

-0.0250 

-0.0733 

-0.1412 

-0.1937 

Mean 

-0.0085 

-0.0064 

-0.0006 

0.0303 

0.0807 

Amplitude 

0.0030 

0.0187 

0.0727 

0.1716 

0.2744 
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Fig. 10 Variation of pressure coefficient along the vibrating plate as a 
function of time for Re = 1000, n = 2, St = 0.25 and H0 = 0.01, 0.050, 
and 0.100 

separation bubbles and the pseudo-surface displacement due 
to recirculation zones become significant with increasing vi
bration amplitude. This ulitmately increases the magnitude of 
the pressure and pressure envelope along the plate as shown 
in Fig. 5. The variation of the mean pressure and its amplitude 
with vibration amplitude at the downstream boundary is shown 
in Fig. 9 and Table 1. For low vibration amplitudes {H0 < 0.025) 
the mean and the amplitude of the pressure wave varies linearly 
with vibration amplitude. This is due to the limited vertical 
advection of the fluid by the plate and the absence of flow 
separation at low and medium amplitudes. As the amplitude 
is increased further, the mean pressure and its vibration am
plitude increase substantially due to the strong gradients in the 
C/ versus x curve (Venkat, 1991) on the vibrating plate. 

The variation of pressure coefficient along the vibrating plate 
as a function of distance and time is shown in Figs. 10(a), 
10(6), and 10(c) foxH0 = 0.01, 0.050 and 0.10, respectively. 
At a fixed time, the pressure behaves monotonically down
stream of the vibrating section. The downstream behavior ap-
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Fig. 11 Variation of pressure spectral amplitude of different frequen
cies along the vibrating plate for various vibration amplitudes at Re = 
1000, n = 2, and St = 0.25 

pears to be consistent with a line of dipoles distributed along 
the wall. The downstream pressure amplitude increases rapidly 
with increasing plate vibration amplitude. Upstream propa
gation of pressure perturbations are limited to approximately 
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Fig. 12 Time series plot of pressure coefficient at the leading edge (x 
= 8.0), trailing edge (x = 9.0) and far downstream (x = 17.0) for various 
vibration amplitude at Re = 1000, n = 2 and St = 0.25 

one vibrating plate length. A check was made to ensure that 
there were no Tollmein-Schlichting (T-S) waves generated by 
the vibrating section. The flow conditions for Re = 1000 and 
St = 0.25 are located well within the stable region of the 
stability diagram (based on linear stability theory) given in 
Fasel (1980), thus indicating no T-S waves are generated by 
the vibrating section. 

The frequency characteristics of the propagating pressure 
wave were analyzed using Fast Fourier Transform techniques 
(Newland, 1975). The pressure spectral amplitude at zero, fun
damental and higher harmonics are obtained from the FFT of 
Cp data at various plate locations. The pressure spectral am
plitude at the fundamental frequency versus along plate dis
tance, x, is shown in Fig. 11 (a) for various H0. The spectral 
amplitude generally increases until x = 8.5 (plate midpoint) 
and then decreases in the same way for the rest of the plate 
for H0 = 0.01. The maximum spectral amplitude is slightly 
less than 0.01 for H0 = 0.01. This shows that the response of 
the fluid to low amplitude vibrations is purely linear and con
trolled by the plate vibration amplitude. As H0 is increased to 
0.025, trie trend of the fundamental frequency spectral am
plitude versus x curve is similar to the H0 = 0.01 result. How
ever, its magnitude over the vibrating section and downstream 
increases due to the addition of significant energy from the 
vibrating plate. For high amplitudes (H0 = 0.10) the funda
mental spectral amplitude increases until x = 8.5 similar to 
previous cases and then decreases to a finite value downstream 
of the trailing edge. This occurs because the Cp envelope attains 
a steady value downstream for high amplitudes (Fig. 5) due 

to nonlinear interactions between the plate and the flow. The 
spectral amplitude of the first harmonic versus x is shown in 
Fig. 11(b). For low amplitude vibrations,.is linearly related 
to the plate deflection. Nonlinear energy transfer due to the 
v (du/dy) term is very small and hence the first harmonic 
spectral amplitude is very small (almost zero) at low vibration 
amplitude. As the vibration amplitude increases, the nonlinear 
transfer of energy from the plate to the flow increases. Ulti
mately, this increases the first harmonic amplitude for medium 
and high H0. The first harmonic amplitude increases with x 
starting near the leading edge of the plate. It remains approx
imately constant in the vicinity of the plate midpoint and then 
increases at the same rate as for the first half of the plate for 
the rest of the vibrating section. Downstream of the trailing 
edge of the plate the pressure amplitude remains constant. The 
amplitude increases with increasing Ho- Although there is some 
energy transfer to higher harmonics, the spectral amplitudes 
for the second and third harmonics are small for all amplitudes 
(Figs. 11 (c) and 11 (cl)). The basic pattern is the same as for 
the first harmonic. 

The time series plot of Cp and the corresponding pressure 
spectrum at x = 8.0, 9.0 and 17.0 are shown in Figs. 12 and 
13, respectively. At the leading edge of the plate (x = 8.0), 
Cp oscillates with time and the oscillation amplitude increases 
with increasing H0. The nonsinuous behavior and phase shift 
in the Cp versus t curve, are predominant for high H0 (Fig. 
12(a)). The corresponding pressure spectrum is shown in Fig. 
13(a). It has a peak at the input frequency and its spectral 
magnitude at the input frequency increases with increasing H0. 
Spectral peak at the first harmonic appears for H0>0.075. Cp 
versus t at the trailing edge is shown in Fig. 12(6). Cp oscil
lations are larger than the corresponding leading edge results 
and its amplitude increases considerably with increasing Ho
lts pressure spectrum has large peaks at the fundamental, first 
and other higher harmonics compared to leading edge results. 
It is interesting to note that for H0 > 0.025, the pressure 
spectral magnitude at the first harmonic is higher than that of 
the input frequency. At the downstream end (x = 17.0), all 
the energy is in the first harmonic for H0 < 0.05. This is clearly 
seen in Fig. 13 (c). For large H0, energy is partitioned in both 
the fundamental and first harmonic, similar to Fig. 13(b). 
The spectral peak at the input frequency is smaller than the 
corresponding trailing edge results. The corresponding Cp ver
sus t is shown in Fig. 12(c). 

Conclusion 
Based on the above simulations and discussion we conclude 

the following. 

1) Low amplitude ratio (H0<0.025): 
The external flow senses the disturbance only at the vibrating 

section. Energy is added to the fluid at the input frequency 
on the first half and removed at the same frequency on the 
later half of the vibrating section. This behavior is similar to 
the potential flow analysis for small amplitude and frequency 
vibrations. There is little upstream and downstream influence 
of the disturbance observed in the external flow. The maximum 
pressure spectral amplitude at the input frequency is approx
imately equal to the body vibration amplitude. The external 
flow is controlled by the plate vibration amplitude. Energy 
transfer to higher harmonics is very small and the flow response 
is linearly related to the disturbance. 

2) High amplitude ratio {H0>0.050): 
Nonlinear energy transfer takes place in the vicinity of the 

vibrating section and hence generates a first harmonic in the 
pressure wave at high amplitude ratios. Although there is evi
dence of nonlinearity in the external flow it is not strong enough 
to create higher harmonics. The upstream influence is minimal. 
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Fig. 13 Pressure spectrum at the leading edge (x = 8.0), trailing edge 
(x = 9.0) and far downstream (x = 17.0) for various vibration amplitudes 
at Re = 1000, n = 2 and St = 0.25 

There is however considerable downstream influence in the 
external flow generated by the vibrating plate. 

manuscript. The first author would like to thank Prof. Frank 
White for his helpful comments. 
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Symposium on Flow-Induced Vibration—1994 

Continuing the tradition since 1977, the Technical Committee in Fluid-Structure Interaction and the Operations, Applications 
and Components Committee of the Pressure Vessel and Piping Division of the American Society of Mechanical Engineers 
will co-sponsor a Symposium on Flow-Induced Vibration to be held in the Pressure Vessel and Piping Divisional Conference 
from June 19 to June 23, 1994 at the Hyatt Regency Hotel in Minneapolis, Minnesota. Papers are solicited in, but not 
limited to, the flowing areas 

9 Fluid-elastic instability of tube bundles—particularly in theoretical models 
8 Turbulence-induced vibration 
8 Damping (Experimental and Theoretical) 
9 Acoustically-induced vibrations 
• Leakage flow-induced instability 
8 Two-phase flow-induced vibration 
9 Non-linear aspects of flow-induced vibration 
8 Vibration induced wear 
9 Fluid-structure interaction 
9 Operational experience 

Interested authors should submit, by September 6, 1993, a 150-word abstract to: 
(America, Europe and Australia) (Asia, Africa) 
Dr. M. K. Au-Yang Professor F. Hara 
B&W Nuclear Technologies Science University of Tokyo 
P.O. Box 10935 1-3 Kagurazaka, Shinjuku-ku 
Lynchburg, VA 24506-0935, USA Tokyo 162-Japan 
Tel: (804) 385-3289 Fax: (804) 385-3663 Tel: (03) 3260-4271 Fax: (03) 3266-0394 

Abstracts will be accepted or rejected by September 22, 1993 and first drafts of the accepted papers will be due November 
1, 1993. The papers will be reviewed according to the usual ASME procedure and if accepted, the final manuscripts will 
be due by March 1, 1994. The accepted papers will be presented in the Symposium and will be printed in the Symposium 
Proceeding. The authors can also submit their papers to other technical journals for publication. 
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Improved Approximate Method for 
Simulating Frequency-Dependent 
Friction in Transient Laminar Flow 
A new approximation to the weighting function in Zielke's (1967) equation is used 
in an improved implementation ofTrikha's (1975) method for including frequency-
dependent friction in transient laminar flow calculations. The new, five-term ap
proximation was fitted to the weighting function using a nonlinear least squares 
approach. Transient results obtained using the new approximating function are 
nearly indistinguishable from results obtained using the exact expression for the 
weighting function. 

Introduction 
Wall shear stress in transient pipe flow varies both with 

instantaneous mean velocity and with rate-of-change of ve
locity, or frequency content of the velocity variation with time. 
For turbulent flow, the frequency dependence of shear stress 
is generally unpredictable with present methods. For laminar 
flow, however, solutions to the axisymmetric Navier-Stokes 
equations have provided methods for modeling the frequency 
dependence of shear stress. These solutions include Laplace 
transform techniques (e.g., Brown, 1962), which provide el
egant solutions apparently restricted to relatively simple pipe 
systems, and the impulse-response technique (Suo and Wylie, 
1989), which is, in principle, applicable to complex pipe net
works. Compared with these approaches, the method intro
duced by Zielke (1967) for including frequency-dependent 
friction in finite difference calculations is undoubtedly the most 
straightforward to apply to complex networks with nonlinear 
boundary conditions. However, strict application of Zielke's 
method requires storage of all velocities computed at previous 
time steps at all computational points in order to evaluate an 
integral term involving weighted past velocity changes. Both 
the computer storage and the computational time required to 
evaluate this integral increase with simulation time which, for 
complex networks, discourages use of the method, or makes 
its use impracticable. Trikha (1975) and Suzuki et al. (1991) 
have devised approaches for reducing the computer resource 
requirements of Zielke's method. The approach of Suzuki et 
al. is the most accurate, but the approach of Trikha is the most 
efficient and simple. 

In the present work, which was motivated by a desire to 
simulate pressure transients in pressure sensing lines (Schohl 
et al., 1987), Trikha's approach is improved. The improved 
approximate method provides results that are, for practical 
purposes, as accurate as the results obtained by Suzuki et al., 
and yet retains the same efficiency and simplicity as Trikha's 
original method. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
June 26, 1992; revised manuscript received November 2, 1992. Associate Tech
nical Editor: R. L. Panton. 

One-Dimensional Equations for Transient Pipe Flow 
The simplified continuity and momentum equations that are 

solved to compute one-dimensional unsteady flow in pipes 
(Wylie and Streeter, 1978) are 

dH a2 dV „ 
dt g dx 

dV dH 4T0 n 

dt dx pD 

(1) 

(2) 

in which H = piezometric head, V = cross-sectional average 
velocity, t = time, x = longitudinal coordinate, a = acoustic 
wavespeed, g = acceleration of gravity, D = pipe diameter, 
T0 = wall shear stress, and p = fluid density. Piezometric 
head, H, refers to the quantity (p/pg + z) in which/? = pressure 
and z = elevation. 

Finite difference solutions of Eqs. (1) and (2), such as the 
method of characteristics (Wylie and Streeter, 1978) or the 
four-point, weighted implicit method, which is often referred 
to as Priessmann's scheme (Cunge et al., 1980), provide the 
ability to compute transient flow in networks of arbitrary com
plexity which have nonlinear boundary conditions. In these 
solutions, transient shear stress traditionally is represented by 
functions of the instantaneous mean velocity that are strictly 
valid only for steady flow. This approximation can be avoided 
for laminar flow by substituting Zielke's equation for fre
quency-dependent shear stress for r0 in Eq. (2). 

Zielke's (1967) Equation for Shear Stress 
' From the equation of motion for axisymmetric laminar flow 

of an incompressible fluid, Zielke derived the following equa
tion relating wall shear stress in transient laminar pipe flow to 
instantaneous mean velocity and weighted past velocity 
changes: 

To(X,t) = 
D 

V(x,t)+; 
i r ' aF 

du 
W(t-u)du (3) 

in which v = fluid kinematic viscosity, W = a weighting 
function, and u = variable of integration. The weighting func-
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tion, W(t), is expressed in terms of dimensionless time, T, 
defined by 

(4) 

in which 7, a time scale for cross-sectional mixing of laminar 
momentum, is defined as 

D2 

7 = — (5) 

For T > 0.02, W(t) 

Wl(T)=e-26™T 

Av 

W\(i) where 

+ e~ T + e 
-135.01987-

+ e - 2 1 8 . 9 2 1 6 r + e -322.5544T (6) 

For T > 0 but < 0.02, W(t) « W2(T) where 

W2(T) = 0 .282095T~ m - 1.25 + 1.057855r1/2 + 0 .9375T 

+ 0 . 3 9 6 6 9 6 T 3 / 2 - 0 . 3 5 1 5 6 3 T 2 (7) 

The weighting function W is expressed as approximately equal 
to W\ and W2 because insignificant terms in the infinite series 
that exactly represent Wx and W2 have been truncated in Eqs. 
(6) and (7). Using the method of characteristics with Eq. (3) 
representing shear stress, Zielke obtained results that agreed 
remarkably well with the experimental data of Holmboe and 
Rouleau (1967). The agreement was particularly good when 
compared with results obtained using the usual steady-state 
formulation for wall shear stress (W = 0 in Eq. (3)). 

For numerical solution of Eq. (3), storage of all computed 
past velocities, or velocity changes, are required in order to 
evaluate the integral. At each time, t, values of dV/du at each 
past time are multiplied by corresponding values of W(t-u) 
and time step size, At. The sum of these products for all past 
time steps approximates the integral. The sum cannot simply 
be accumulated with time because the values of W(t-u) cor
responding to each value of 3 V/du change with every change 
in time, t. 

Method of Suzuki et al. (1991) 
The method for numerical solution of Eq. (3) of Suzuki et 

al., which involves no additional approximations, is signifi
cantly more efficient than Zielke's original method. For T > 
0.02, substitution of Eqs. (6) and (7) expand Eq. (3) as follows: 

To(x,t)= — V(x,t)+\ \ 

• i f 

(/-0.027-) 

,027') 

dV 

du 

dV 

du 

Wx\(t-u)/T\du 

W2[(t-u)/T[du[ (8) 

The function W\ is a sum of exponential terms, which may 
be expressed as 

^ I ( T ) = 5 > ~ (9) 

in which c,- = coefficients multiplying T in Eq. (6). Substitution 
of Eq. (9) permits W\ in Eq. (8) to be expressed as a function 
of time, t, times a function of the integration variable, u: 

T0(xJ)=J~ \V{x,t)+-J] s 
Jo 

(/-o.o2r> dV 

du 
eci"/Tdu 

dV 

2 J(/-o.027-) du 
W2[(t-u)/T\dui (10) 

In Eq. (10), the integrand in the first integral is a function of 
u only. Because its integrand no longer depends on t, the first 
integral may be evaluated numerically by accumulating a sum 
for each value of the sum index, i. The second integral still 
requires storage of computed past velocity changes and com
plete reevaluation at each time, t, but only for times greater 
than (t - 0.027), rather than for all past times. A disadvantage 
of this approach, compared with Trikha's method below, is 
that the number of past velocity changes that it is necessary 
to save, and the computer time required to evaluate the integral, 
varies with the parameters D (pipe diameter), v (kinematic 
viscosity), and A? (time step size) defining the time scale 7. 
Under all conditions, the required computer storage and time 
exceed the requirements of Trikha's method. 

Method of Trikha (1975) 
Trikha eliminated the requirements of saving multiple past 

velocity changes and completely reevaluating the integral in 
Eq. (3) by approximating the weighting function, W, for all 
values of T by the sum of three exponential terms as follows: 

W(t)~Wam(r) = J]mie- (11) 

The coefficients m, and «,• were determined by fitting Eq. (11) 
to the curve defined by Eqs. (6) and (7) according to the 
following criteria: 

(a) \ Wam{T)dT-- J OO 

W(t)dt 
o 

(b) Wapp(T) = W(t) at T = 0.0001, 0.001, and 0.01 

(12) (c) l[WapP(T) - W(t)]/W{t) I <0.02 for T > 0 . 1 

The following solution was found for W&VV{T): 

WapP(T)=40.0e-8O0OT + 8.1e-2OOT + e-26'4T (13) 

Using this approximation for W{t), the integral in Eq. (3) 
takes the same form as the first integral term in Eq. (10). The 

a 
Ci 

D 
g 

H 
Ha 

L 
nit 

«< 

= acoustic wavespeed 
= z'th coefficient multiplying T 

in Wx 

= pipe diameter 
= acceleration of gravity 
= piezometric head (p/pg + z) 
= fixed upstream piezometric 

head 
= pipe length 
= ith coefficient in exponential 

sum 
= ith coefficient multiplying T 

in exponential sum 

N = 

P = 
t = 

At = 
7 = 
u = 
V = 

V0 = 

w = 
w = 
' ' app 

number of sample points for 
curve fit 
pressure 
time 
time step size 
time scale (D2/4v) 
variable of integration 
cross-sectional average 
velocity 
initial, steady velocity 
weighting function in Zielke's 
equation 
Trikha's approximate weight
ing function 

W 
Yr new 

Wi 

w2 X 

yij 

A^y 
z 
V 

p 
T 

H 

= new approximate weighting 
function 

= W for T > 0.02 
= W for T < 0.02 
= longitudinal coordinate 
= rth accumulated sum at point 

J 
= rth incremental sum at point j 
= elevation 
= fluid kinematic viscosity 
= fluid density 
= dimensionless time 
= wall shear stress 
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integration in Eq. (3) is accomplished numerically by accu
mulating three sums, one for each exponential term, at each 
pipe computational section as the calculation moves forward 
in time. Details of the numerical implementation are provided 
in the following. 

Improved Approximating Function 

The following improved approximation to the weighting 
function, W, was determined by fitting the sum of five ex
ponential functions to 143. sample values of W between r = 
0.00001 and r = 0.20 using a nonlinear least squares approach: 

^new(r)=1.051e-26-65T + 2.358e-100r + 9.021e-669-6r 

+ 29.47e-6497T + 79.55e-5799(v (14) 

Equation (14) was obtained by minimizing a sum of squared 
relative errors expressed mathematically as follows: 

minimize s y w ( n ) - y « i ) (15) 

in which N = 143. The ;'th error refers to the difference, for 
T = 77, between the value of the weighting function predicted 
from Eq. (14) and the value predicted from Eqs. (6) and (7). 

Figure 1 illustrates the agreement on a log-log scale of both 
Eqs. (13) and (14) with the sampled values from the weighting 
function defined by Eqs. (6) and (7). Equation (14) provides 
an excellent fit with the sampled points throughout the included 
range of 7 values. 

For values of 7 greater than 0.2, which were not included 
in the least squares fitting and are not included in Fig. 1, Eqs. 
(13) and (14) both provide excellent fits to the weighting func
tion. This agreement outside the fitted range of r values is 
possible because the functions Wapp, Wnevl< and Ware all rep
resented by sums of exponential terms for values of 7 greater 
than 0.2. 

For values of 7 less than 0.00001, the fits to W(t) provided 
by Eqs. (13) and (14) become progressively worse as 7 is re
duced. For small values of 7, W(t) is represented by Eq. (6) 
which increases to infinity as r is reduced to zero. The ap
proximating functions, on the other hand, both asymptotically 
converge to maximum values equal to the sums (49.1 for W&w 

and 121.45 for Wnevl) of their m, coefficients as 7 is reduced 
to zero. For Wipp, this behavior is evident for values of 7 less 
than 0.0001 in Fig. 1. 

Consequently, Wnew should not be used to represent W for 
values of 7 less than 0.00001, but this is of minor consequence 
in usual applications. Small values of 7 correspond to small 
time intervals (t - u) before the current computational time, 
t. Therefore, a lower limit on the value of 7 imposes a lower 
limit on the size of the computational time step, At: 

^ ' m i n T'min-' (16) 

in which rmin = minimum value of 7 (0.00001) and Atmin ~ 
minimum permissible time step. As an example, consider a 2-
cm diameter pipe carrying oil with kinematic viscosity equal 
to 1 x 10 5 mVs. For Tmin = 0.00001, Eq. (16) specifies a 
minimum time step of 0.0001 seconds, a much smaller value 
than would normally be specified. 

Two alternative approaches are proposed for cases in which 
time steps smaller than the minimum values imposed by Eq. 
(16) are required. The first approach is to determine an alter
native approximating function, which would probably require 
more than five exponential terms, by extending the least squares 
fit to lower values of 7. The second approach is to use the 
method of Suzuki et al., except with W„m used for values of 
7 greater than 0.00001 and W2 used for values of r less than 
or equal to 0.00001. 

Five is apparently the minimum number of summed expo
nential terms required to accurately fit the weighting function 
over a broad range of 7 values. A three-term exponential sum 

102 

101 r 

: 

-
0 W (Eqs. 6 & 7) 

— — Wnew(Eq: 14) 

\ 

^v -

V 
; 

10-2 

10-5 KM 10-3 10-2 10-1 

X 

Fig. 1 Approximating functions compared with sample points trom 
exact weighting function 

fit to W( t) using 76 sample points between 7 = 0.00002 and 
7 = 0.15 represented the weighting function only marginally 
better than did Trikha's Wapp(T). The maximum difference 
between the least squares fit coefficients and Trikha's fit coef
ficients (Eq. (13)) was about 30 percent. 

- new and W&pp are iden-

Numerical Implementation 

The numerical implementations of Wm 

tical, except that Wnew requires accumulation of five sums, 
rather than three, at each pipe computational section. In gen
eral, if W(t) is approximated by a sum of k exponential terms 
in the form expressed by Eq. (11), the wall shear stress at 
computational point j at time / is 

1 k 

roj(t)=-
D 

Vj{t)+-^m^j(t) (17) 

In Eq. (17), yu(t) is the rth accumulated sum at pointy defined 
as 

yu(t)-
JQ du 

At time t + At, Eq. (18) becomes 

dVj 

du 

—^ en'""du (18) 

yuV + At)=e -HjAt/Tp-n^/T e"'u/Tdu 

+ e 
-n,( / + A / ) / 7 

. ( / + A/) d_Vj 

du' 
'du (19) 

which, by comparison with Eq. (18) and definition of the 
incremental sum Ay,y, can be rewritten as 

yu(t + At)=e~n!A'/Tyu(t)+AyiJ(t) (20) 

The incremental sum, equal to the second term on the right-
hand side of Eq.(19), is evaluated by integration after assuming 
a linear variation of velocity, V, between time t and time t + 
At: 

A y , ( 0 « (1- ') 
[Vj(t + At)-Vj(t)] (21) 

n,At/T 

At the start of a numerical solution, the values of all sums, 
ytj, are zero. At each subsequent time step, the values of the 
sums are updated as specified by Eq. (20) and the current 
values of frequency-dependent shear stress are evaluated using 
Eq. (17). 

In Trikha's original presentation, an approximation for small 
At was made that is equivalent to approximating the quantity 
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[1 - exp( - niAt/T)]/ni(At/T) in Eq. (21) as equal to 1.0. 
However, as illustrated in the example below, this is a poor 
approximation that adds significant dispersive error to solu
tions. Furthermore, computational efficiency is only negligibly 
increased by this approximation because, unless the time step 
size is varied during a computation, for each value of / the 
quantity [1 - exp(-n,A?/T')]/n,(A//7) is a constant that re
quires evaluation only at the beginning of the computation. 

Comparisons 
The experimental setup of Holmboe and Rouleau (1967) 

provides the standard example used for comparing frequency-
dependent friction calculations. A reservoir with fixed 
piezometric head, H0, supplies oil with kinematic viscosity of 
3.97 x 105m2/s to a 36-m long, 2.54-cm diameter pipe bounded 
at its downstream end by a quick-closing valve. The acoustic 
wavespeed, a, through the oil within the pipe is about 1325 
m/s. The initial velocity, V0, of the oil is sufficiently small to 
ensure laminar flow. Following sudden closure of the down
stream valve, the piezometric head is measured and recorded 
at the midpoint of the pipe and at the downstream boundary, 
just upstream from the valve. 

Holmboe and Rouleau's experimental setup was simulated 
by solving Eqs. (1), (2), and (3) using the method of charac
teristics with distance step, Ax, and time step, At, selected to 

satisfy exactly the condition, aAt/Ax = 1. Equation (3) was 
solved for four different representations of the weighting func
tion: (1) ^(Zielke 's exact solution, Eqs. (6) and (7)), (2) Waw 
(Eq. (14)), (3) W„ew (Eq. (13)), and (4) W = 0 (steady-state 
shear stress). Results are presented in terms of dimensionless 
head, (H - H0)g/aV0, as a function of dimensionless time, 
at/L, where L = pipe length. The dimensionless results were 
independent of the value of V„ as long as the initial flow was 
laminar. A time step corresponding to at/L = 0.04167 was 
used, but identical results were obtained for double this value. 

Figures 2 and 3 compare piezometric heads computed using 
the four different representations of the weighting function. 
At both the downstream boundary (Fig. 2) and the pipe mid
point (Fig. 3), the results computed using the new approxi
mating function, Wmvl, are nearly identical to the results 
computed using the exact weighting function, W. 

' Figures 4 and 5 illustrate the dispersive error resulting from 
Trikha's assumption for small At that was mentioned above. 
In Fig. 4, head fluctuations computed using W&w to represent 
the weighting function are compared. The fluctuations com
puted using Trikha's assumption for small At are out of phase 
with the fluctuations computed without this assumption and 
with fluctuations computed using steady state-shear stress. Fig
ure 5 indicates that the dispersive error resulting from 
Trikha's assumption is even larger when Wnew is used to rep
resent the weighting function rather than Wam. 

Journal of Fluids Engineering SEPTEMBER 1993, Vol. 115 / 423 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Conclusions Cunge, J. A., Holly, F. M., Jr., and Vervvey, A., 1980, Practical Aspects of 
Computational River Hydraulics, Pittman. 

T h e n e w , f i v e - t e r m a p p r o x i m a t i n g f u n c t i o n , Wnml, a c c u - Holmboe, E. L., and Rouleau, W. T., 1967, "The Effect of Viscous Shear 
r a t e l y r e p r e s e n t s t h e w e i g h t i n g f u n c t i o n in Z i e l k e ' s e q u a t i o n on Transients in Liquid Lines," ASME Journal of Basic Engineering, Vol. 89, 

for frequency-dependent shear stress for values of dimension- pp- V74"18"-. ,,. , „ , „ . . ... „ ..., „_. , . . 
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An investigation of the noise generation mechanism of turbulent structures in a 
subsonic air jet has been done theoretically as well as experimentally. Based on the 
results obtained, it is proposed that the rate of change of velocities of the jet structures 
plays an important role in the generation of sound in an air jet. 

Introduction 
In the past few decades, both theoreticans and experimen

talists have been engaged in researches into the production of 
noise from turbulent jets. The direction of investigation was 
mainly focused on the relationship between the far field jet 
noise and the activities of the large scale orderly structures 
within the turbulent shear layer of a jet. 

The dynamics of the coherent structures in the shear layer 
have been studied extensively by numerous workers using the 
technique of conditional sampling and flow visualization (for 
instance, Crow and Champagne, 1971; Browand and Laufer, 
1975; Yule, 1978 and Hussain and Zaman, 1980). It is now a 
well-known fact that the major activities in the jet are the 
pairings of vortex rings to form the coherent structures and 
their eventual breakdown. The results of Browand and Laufer 
(1975) and Hussain and Zaman (1980) demonstrates clearly 
that large rates of change of vortex ring velocities occur during 
the pairing process. 

The above-mentioned processes have also been proposed to 
be the sound sources in an air jet (for instance, Ffowcs Williams 
and Kempton, 1978; Kibens, 1980; Laufer and Yen, 1983; and 
Bridge and Hussain, 1987). On the theoretical side, Ffowcs 
Williams and Kempton (1978), based on the concept of the 
instability waves, proposed a model for the pairing noise. How
ever, their approach had not taken into account the physical 
vortex dynamics and did not suggest the actual mechanism for 
the generation of sound in the pairing process. Also, as dis
cussed by Laufer and Yen (1983), the use of instability theory 
to study vortex interactions seems to be difficult and not ob
vious. On the other hand, Mohring (1978) worked out an 
expression for the far field pressure fluctuations produced by 
vortex ring pairing based on the dynamics of the interacting 
rings and thus provided a more realistic theoretical base for 
pairing noise. However, it had not discussed the factors that 
can affect pairing noise generation. Thus, the basic noise gen
eration mechanism in the pairing process is still unknown. 

On the experimental side, Kibens (1980) used acoustic ex
citation to establish the relationship of the jet noise and the 
vortex pairing process. However, it had not suggested the ac
tual mechanism involved in the sound generation. Laufer and 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
March 10, 1992; revised manuscript received December 4, 1992. Associate Tech
nical Editor: Ho, Chih-Ming. 

Yen (1983), with the instability wave approach, suggested that 
the rapid amplitude change of the convective instability waves 
within the first diameter of the jet is responsible for the jet 
noise emission. It seems that these instability waves correspond 
to the shear layer mode vortices in a laminar jet (Bridge and 
Hussain, 1987). However, the rapid amplitude change of the 
waves suggested by Laufer and Yen (1983) was not specifically 
related to the vortex dynamics within the shear layer. Thus, 
their results did not provide concrete evidence on the actual 
mechanism of the sound generation. Nor was the rapid change 
of amplitude be related to the earlier proposed acceleration-
deceleration sequences of the vortex rings during the pairing 
process which might be closely associated with the sound gen
eration (Laufer, 1974). Further, Laufer (1974) did not have 
direct evidence to substantiate his proposal at that time (Laufer 
and Yen, 1983). Thus, as there is difficulty in relating the 
dynamics of vortex pairing and the noise generated with the 
development of the instability waves, it is believed that the 
pairing noise generation mechanism, which is based on the 
dynamic parameters of the vortex filaments, is in need. 

Bridges and Hussain (1987) showed how the initial condition 
of a jet affected the pairing noise while Hussain (1983), based 
on turbulent jet noise results, argued that it was the breakdown 
of vortex rings into substructures and the interaction of these 
azimuthally spaced structures that produced most of the noise. 
A cut-and-connect process has been proposed in Hussain (1986) 
as the noise generation mechanism. However, such a process 
could hardly be visualized because of the greatly diffused tracers 
in that region of the jet and their actual occurrence thus was 
questionable. Other researchers also studied the topic by means 
of the measurements of correlation between flow turbulence 
and far field pressure using laser doppler technique (Schaffer, 
1979) and hot wire methods (Juve et al., 1980). Besides, Mich-
alke and Fuchs (1975) rewrote Lighthill's equation in term of 
near field pressure fluctuations and demonstrated the impor
tance of lower azimuthal mode structures in the noise pro
duction of an air jet. However, their results seem not to provide 
adequate answer to the question of how sound is produced by 
the jet structures. 

Since Powell (1964) had shown that under low Mach number 
condition the source term in the wave equation could be re
written as -p0V«(co x u), it is believed that motion of the 
vorticity bearing fluid is the chief source of noise in subsonic 
flows. At the same time, flow visualization illustrated clearly 
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the process of vortex ring pairing and perturbed ring devel
opment (for instance, Browand and Laufer, 1975; Yule 1978; 
and Van Dyke, 1982). Thus, it is highly probable that these 
are the major noise sources in jet. 

In the present paper, because of the lack of understanding 
of the basic noise generation mechanism as discussed above, 
models of noise production due to the activities of the vortex 
pairing and due to the interaction and decay of the coherent 
structures will be established. Based on the dynamics of the 
vortex filaments, the basic mechanism of noise generation and 
the dominant parameter that affects the generation of noise 
during the pairing and the breakdown process will also be 
discussed. It is hoped that this investigation can provide an 
answer to this aeroacoustic problem and to stimulate further 
studies in the topic. 

The Noise Generation Models 

Pairing Noise. Powell (1964) showed that in the calculation 
of sound generation by low Mach number flow an inhomo-
geneous wave equation of the form 

vV -«o Jf^'Po"7' (1) 

can be derived from the basic compressible hydrodynamic 
equations. In Eq. (1), «0 represents the ambient acoustic ve
locity, p a quantity equal to acoustic pressure in the far field, 
Po the density of ambient fluid and L the Lamb vector which 
in low Mach number and negligible entropy change takes the 
form 

L = (v xu)xu = uxu. (2) 
Mohring (1978) demonstrated the use of vector Green's func

tion in solving Eq. (1) and obtained an expression for the far 
field pressure fluctuation produced by moving vortex ring as 

P-
Po 

12iragl df 
[z-y]y[o)(t-x/a0) X2]d3y, (3) 

where z and y denote the position vectors of a point in the far 
and near fields respectively. For thin and planar vortex ring 
of circulation T and radius R propagating in the direction of 
its normal, Mohring (1978) showed that Eq. (3) could be re
duced to 

DOC ; 
P dt3 

(TR2Z) (4) 

for constant z. £ denotes the distance travelled by the vortex 
ring in the direction of its normal. Then, for two vortex rings 
with same circulation T and radius rx and r2 at position £t and 
£2 from a reference point in the flow field, respectively, it can 
be shown that 

a2 

p0CJ? [ ^ i ^ i - ^ ) ] - (5) 

where r! represents differentiation with respect to time. Mohr
ing (1978) had also shown that pairing noise was quadrupole 
in nature. 

During pairing, the radii, axial positions and the velocities 
of the vortex rings can be obtained by Biot-Savart induction 
law as in the work of Kambe and Minota (1981). It is also 
observed in their paper that the maximum sound pressure 
results when the axial velocity of the trailing vortex ring is at 
its maximum value. This occurs when the trailing vortex ring 
slips through the leading vortex ring. The sound pressure as 
calculated using Eq. (5) takes the following form 

PXX 
(1 

2-,2 

- x ) 
1 + xV (l+xO£(x)-(l-x2)*(x) 

(h), (6) 

where \ denotes the radius ratio between the two vortex rings 

Nomenclature 

A = rate of change of velocity U 
a0 = ambient acoustic velocity Ue 
D = diameter of the nozzle u 

E, K = complete elliptic functions 
of the first and second V 
kind, respectively V, 

e(d) = unit vector normal to n Vs 
and inclines at an angle d x, r 
with the horizontal 

fe, Le = frequency and amplitude 
of excitation 

Gxy = cross spectral density func
tions between signal x and 

n 

P 

0 

R 
Ri 

Ro 

Rxy 

S 
Sto, Stfl 

y 
= unit vector normal to the 

plane of the vortex ring 
= far field pressure fluctua

tion 
= radius of the Jth vortex 

ring 
= radius of the vortex ring 
= initial radius of the vortex 

rings in the pairing case 
= mean radius of the unper

turbed vortex ring 
= cross correlation between 

signals x and y 
= mean shear rate 
= Strouhal numbers, fD/Ue, 

fe/ue 

y, * 

a 

r, a 
Q 

yxy 

e 

e 

local mean velocity 
exit velocity of jet 
fluctuating velocity in the 
radiation direction 
mean flow velocity 
induced velocity 
velocity due to shear rate 
coordinates along the axial 
and radial direction of the 
jet, the origin being at the 
center of the nozzle exit 
unless in the far field 
sound equation 
near and far field dis
tances, respectively 
amplification rate of per
turbation wave amplitude 
circulation and vorticity, 
respectively 
recovered fluctuating vor
ticity 
coherence function be
tween signals x and y, re
spectively 
initial core radius to vortex 
ring radius ratio 
momentum thickness of 
the initial boundary layer 
unless in the far field 
equation 

h 

Po 
a, 5 

0, 

T 

X 
ae 
f 

= axial position of the fth 
vortex ring 

= density of ambient fluid 
= amplitudes of perturbation 

wave in the axial and ra
dial direction, respectively 

= turbulence intensity 
= time 
= radius ratio of vortex rings 
= acceleration 
= axial position of an ele

ment on the perturbed vor
tex ring relative to the 
centre of the ring 

Superscripts 
• = differentiation with respect 

to time 
• • = second differentiation with 

respect to time 

Subscripts 
P = 

J = 

t = 

x, r = 

signal associated with the 
prongs of hot wire probe 
signal associated with the 
jet structures 
combined signal from 
prongs and jet structures 
axial and radial compo
nents 
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Fig. 1(a) Acceleration time signals for S = 10 
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Fig. 1(b) Acceleration time signals for S = 0 
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Fig. 1c) Far field pressure time variations 
— : S = 10; 

: S = 0. 

Fig. 1 Time variations of acceleration and far field pressure 

rjoc 
(i + x2)'V(i + x2) „, , 
x(l-x) \ ( i -x) 

K(X) 

-iE(x)-K{x)+-
-x 
(i-x) 

4x 

8x 

log 
eVd+xO 

(7) 

where e represents the initial core radius to vortex ring radius 
ratio. It can be observed that the dominant term in the pressure 
expression is the radial acceleration unless for very small % but 
this condition can never exist in real pairing interaction. 

In the presence of a background shear flow, the velocities 
of the elements on the vortex rings are given by the sum of 
the induced velocity, V„ and the local mean velocity within 
the flow field, Vs. Let S denote the strength of the averaged 
mean shear rate and is normalized by the factor RJ/T. One 
obtains 

V, = -sr + v, (8) 

where Vis the mean flow velocity at r = i?,-. Figures 1 (a) and 
1 (b) show, respectively, the time variation of the acceleration 
of the vortical elements for S = 10 and S = 0. It can be 
observed that the maximum acceleration values for S = 10 
are approximately 10 times those of S = 0. It is also noted 
that the shear flow decreases the duration of the occurrence 
of high acceleration. Figure 1 (c) shows the time variations of 
the pressure signals for S = 0 and 10. It is observed that the 
pressure amplitude peaks at the instant when the radial ac
celeration magnitude of the vortical elements is maximum 
showing that the pairing process radiates maximum noise at 
the slip through instance of the vortex rings. The acceleration 
plots also illustrate that the axial acceleration peaks only at a 
short time earlier than the radial acceleration. This may suggest 
that the absolute acceleration or deceleration of vortical struc
tures can act as an indicator for sound generation in the pairing 
process. For S ?± 0, Eq. (5) still holds but an additional term 
due to the increase in the relative velocity between the rings 
under the presence of the mean shear has to be included in 
Eq. (6). Thus, obtains 

2/ * t ' ( 1 - x ; ,i-^2 
P<*X 

l + x7 0+xz)£(x)-(i-x^(x) (nr 

+ d + x2) Sri-
(9) 

If S increases, the relative velocity between the vortex rings 
increases and results in faster slip through but larger \- It is 
found from Eq. (7) that the first term on the right hand side 
of Eq. (9) is more singular when x tends to unity than the 
second term showing that the former is more significant in the 
production of sound. Figure 1(c) confirms this point. How
ever, the importance of the acceleration term remains un
changed. Also observed in Fig. 1 (c) is that the frequency of 
noise production is higher for S = 10, suggesting that mean 
shear rate has the effect of increasing the sound power radiated. 

In jet flow, the shear rate decreases with the distance from 
the nozzle exit. However, since the results of Hussain and 
Zaman (1980) show that the axial span of the slip through 
process is less than a diameter of the nozzle, the pairing noise 
producing region of the jet is confined at a small volume within 
the flow field before the end of the potential core. Thus, S 
can be approximated by the averaged mean velocity gradient 
at the slip through position. 

at the instant of slip through and x ^ 1. K and E represent, 
respectively, the complete elliptic functions of the first and 
second kind, r\ can also be expressed analytically as 

Breakdown Noise 
After the pairing activities of the vortex rings finish, per

turbation waves grow along the peripheral of the ring structures 
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VOKIIX LOOP S 

Fig. 2 Sketch of breakdown model and notations 

under a kind of instability proposed by Widnall and Sullivan 
(1973) until the perturbed ring structures break down into 
substructures. 

Since there is no external force applied to a free shear layer 
and it had been shown by Lighthill (1952, 1954) that the sound 
energy produced by turbulence is infinitesimal when compared 
to total hydrodynamic energy of flow in low Mach number 
condition, from Eqs. (1) and (2) one obtains \L dv = 0 and 
d/dt j yL dv = 0 (see Mohring, (1978). Thus, the integral in 
Eq. (3) can be applied to the perturbed ring as, 

Po 
127Tflgi z\s dt> 

(z'y)(yxo>)'zdv, (10) 

where the retarded time t— lzl/a0 is to be used in co. 
To solve Eq. (10) in this case, a line integral along the 

peripheral of the perturbed ring structure has to be obtained. 
From visualization pictures of Van Dyke (1982) and the the
oretical model of perturbed ring of Widnall and Sullivan (1973), 
it is reasonable to assume in simple case that the perturbation 
waves on the ring are sinusoidal in azimuthal angle (Fig. 2). 
Thus, one can observe that the position of a point on the ring 
loop with reference to the centre of the ring can be expressed 
in the form y = y(f, r, 6) such that 

f=ff(0 cos (m0) and r = R0 + 8(t) cos (md), (11) 

where m denotes the number of perturbation waves on the 
ring, R0 the mean radius of the perturbed ring, and a and 5 
determine, respectively, the perturbation wave amplitudes in 
axial and radial directions (Fig. 2). The azimuthal constituents 
found by Fuch (1974) are believed to be closely related to m. 
One obtains for any y that 

y = W + re(0), 

giving 

y=(Ut + o(t) cos (m6))n+ (R0 + 8(t) cos (m0))e(0), 

• z = cos (j3)/5 + sin (J3)g(0]), 

and 

7T „, , d$ „ dr „ t a x dd „ 
u(y)=—n + --e(d)+r — e 

ds ds ds 
(12) 

Expanding the integral in Eq. (9) and since m is usually greater 
than 2 (Hussain and Zaman, 1980 and Van Dyke, 1982), the 
integrals that take the form in Eq. (13) vanish, that is, 

! - « - ! • •dr = 0. (13) 

Thus, one obtains for the ring core under the assumption of 
negligible change in T as 

(i'y)(yxCi)-idv = T\ /-2£(sin2 (/3) cos2 (0-0,) 
'•'core ^0 

-cos2((3))d0. (14) 

Here, in order to simplify Eq. (14), one further assumption 
has to be made. It is shown from water jet visualization of 
Van Dyke (1982) that the exterior of the perturbed ring struc
ture distorts in a way opposite to that of the ring core, it is 
assumed that the .exterior and the core of the structure moves 
in opposite directions. Equation (10) becomes for R0 » 5 

a2 P2x 

Pcore<*^2 J ( ^ ) r[cos2 ((3) - sin2 (0) cos2 (0-0,)]d0, (15) 

where r represents differentiation with respect to time. Thus, 
the overall sound emission from the perturbed vortex ring 
system becomes 

a2 r2' 
' " " a ? Jo 

[ ( ' •£ ' - )core+ ( ^ ) e x J ( C O S 2 /3 - s in 2 (3)COS2(0 - 0 , )d0 

p,2 p2x 

and thus Pou^-Tp. \ ffS cos2 (m0)[cos2 (/3) 

-sin2(/3)cos2(0-01)]rf0, 

giving 

A,„oc(cos203)-isin2(/3) 
dl2 M ) , (16) 

as a and 5 are independent of azimuthal position. Since both 
a, 5, and their time derivatives are still abstract quantities, it 
is worthwhile to relate them to variables concerning with fluid 
motions such as acceleration or velocity. If one takes the ve
locity of propagation of the vortical filaments on the ring as 
the sum of the local mean velocity, U, in the flow field and 
its self induced velocity, a change in the radial position of the 
filaments is accompanied by a change of their propagation 
velocities. Consideration of the mean velocity profile of the 
jet gives for x and r as the axial and radial position, respectively, 

Therefore 

and 

U=f(x, r) 

df df 
ax dr 

df 
dr 

as df/dx — 0 and can be neglected for Ax and Ar being of the 
same order. For the self-induced velocity, Arms and Hama 
(1965) proposed that it could be approximated by a function 
of the local curvature. Thus, for small Ar, that is, small per
turbation amplitude in the radial direction, the rate of change 
of the longitudinal velocity and vortical filaments is propor
tional to the rate of change of their radial positions for small 
magnitude of perturbation wave, therefore 

aoc6. (17) 

Based on the experimental results of Widnall and Sullivan 
(1973), for a core of definite size, an exponential unstable 
growth of perturbation wave amplitude is suggested. Integra
tion of Eq. (17) gives for positive real constants A and B that 

and 

a = /l(exp (at)-I) 

8 = B(exp(at)-\), (18) 

where a is the amplification rate of the perturbation wave 
amplitude. Longitudinal propagation acceleration of vortical 
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filament equals to Aa2 exp (at). Then, by considering the time 
derivative term in Eq. (16), it can be observed that 

d2 

T-2 (o5) = ABa3exp(at)[4exp(at) -1], (19) 

showing that the larger the value of exp(aO the greater the 
amplitude of sound radiated out from the system as 1 < 
exp(at) for t > 0. Denoting a? as the axial acceleration of 
vortical element, then aex = A a2 exp (at). The radial accel
eration aer and the absolute acceleration ae of the vortical ele
ments can be expressed as 

B£r = Ba2 exp (at) and as = a 2yjA2 + B2 exp(«0 (20) 
respectively. Therefore, the vortical element accelerates in both 
x and r direction once perturbation waves start to grow on the 
peripheral of the ring structure. Although the acceleration term 
diverges exponentially as time goes to infinity, however, by 
restricting the consideration to the time before the breakdown 
process, Eq. (19) becomes 

d2 

-^ (oi>) = ABa2<£x(4xx-Aa2)=S(<zx). (21) 

This shows that the sound produced under the perturbation 
wave development is of second order with respect to aex and 
thus aer and ae. However, since sex > Aa2 as exp (at) > 1 and 
IS(asx) I is an increasing function of as* for aex > Aa2/4, the 
larger the acceleration or deceleration of the vortical filaments 
on the ring the greater the far field pressure level. 

The above simple models for the far field pressure fluctua
tions produced by the vortex ring pairing and by the perturbed 
ring structure breakdown have shown that in both cases the 
aerodynamic noise generated is related to the rate of change 
of velocity of the vortical elements of the jet structures. How
ever, the assumption of negligible change of circulation of the 
vortical elements in both cases may render difficulty in the 
interpretation of the experimental results. For the breakdown 
noise model, because the ring structure is no longer thin, the 
assumption of uniform properties across the core of the ring 
may introduce uncertainty. Also, the amplitude of the per
turbation waves on the ring structure will eventually become 
so large that the assumption of small wave amplitude becomes 
invalid and thus Eq. (7) no longer holds. However, it is believed 
that the structure breaks down once the wave amplitude be
comes large. Small perturbation wave amplitude in jets before 
the breakdown of the ring structure has been confirmed by 
the visualization pictures of Laufer (1983). Nevertheless, these 
will be discussed later. 

Apparatus and Experimental Technique 
The experiments were carried out inside an anechoic chamber 

of usable size 6.25 X 5 X 3.5 m3. The jet exit velocity, Ue, 
was 47.7 m/s and the turbulence intensity at the nozzle exit 
was 0.5 percent of the mean flow in the unexcited condition 
(Ko and Tang, 1990). Diameter of the jet, D, was 20.22 mm. 
The exit boundary layer of the jet had a shape factor of 2.58 
and a mean velocity profile collapsed with the Blasius profile. 

The experiment in this investigation consisted of two sec
tions. As the theoretical models suggest a close relationship 
between the far field pressure fluctuations and the rate of 
change of velocity of the structures in the jet, the first part of 
the experimental investigation involved the measurements of 
these quantities within the first twelve diameters of the jet. An 
array of three hot wires was employed for this purpose. The 
rate of change of the vorticity bearing fluid was calculated 
using a method similar to that in rigid body motion after valid 
structure signatures on the three hot wire time traces were 
identified under a pre-set threshold level (Appendix A). In the 
pairing region, the paths of measurements and the orientation 

of the array were designed to be parallel to that of vortical 
elements. Within the breakdown region, that is, for 3 < x/D 
< 12, assuming small perturbation wave amplitudes, paths of 
measurement were chosen to be the lines of constant y/D for 
simplicity. All these paths were determined from the vorticity 
isocontours of Hussain and Zaman (1980) and the educed 
results in the present excited jets. In order to avoid the high 
frequency signals in the flow field from contaminating the 
results, all the time signals used in this part of the investigation 
were narrow band filtered at the frequency of interest. 

The second part of the investigation involved the measure
ments of correlation between the flow signal and the far field 
pressure fluctuations of the jet. An 1 in. Briiel and Kjaer con
denser microphone located at x/D = 50, y/D — 29 on the 
horizontal plane of symmetry of the jet (about 30 deg to the 
jet axis) was used to record the latter signals. In the breakdown 
experiment because of some technical constraints, the micro
phone was located at y/D = -29 instead. Juve et al. (1980) 
and Schaffer (1979) had also measured far field noise signals 
at these positions. Single hot wire probe with long prongs ( — 
1.5 D) was inserted vertically into the jet for flow measure
ments in order to minimize the probe interference effect (Ri-
charz, 1980 and Juve et al., 1980). In the present study, it was 
found that the introduction of such an intrusive device raised 
the far field pressure fluctuations at the frequency of interest 
by 1-2 db in the pairing region and accounted for as much as 
3-4 db in the downstream flow region. In order to reduce such 
contamination effect, a coherence correction method was es
tablished (Appendices B and C). The validity of such method 
will be discussed later. The paths of measurements simply 
followed those adopted above. The hot wire was also yawed 
at the appropriate angle so that the flow component along the 
radiation direction could be recorded. The hot wire anemom
eter used in the present investigation was of the constant tem
perature type. Inaccuracy of measurement was approximately 
5 percent. 

Acoustic excitation was applied to the jet because it has been 
shown to be capable of amplifying the jet flow structures and 
thus offers better structure recovery. Error in the acceleration-
deceleration calculation can be minimized (for instance, Crow 
and Champagne, 1970 and Hussain and Zaman, 1980). Due 
to different requirements, different excitation conditions were 
adopted in the pairing and breakdown experiments. In both 
cases the excitation sound pressure level was measured by an 
1/8 in. Briiel & Kjaer condenser microphone at the exit edge 
of the exciter. The axisymmetric modes of the jet were excited. 
Also, it had been checked that the loudspeaker did not produce 
distorted signals within the range of sound pressure level tried 
in the experiments. 

A computer controlled x-y table was used for traversing hot 
wire within the jet flow field. 

Results and Discussion 

Acoustic Response of the Jet. It had been shown that 
acoustic excitation amplified the far field pressure fluctuations 
of the jet. Thus, the selection of the excitation frequency fe 
and its pressure level Le in the pairing experiment was based 
on the far field noise spectra of the jet under excitation. The 
range of pure tone excitation was 2.75 kHz < fe < 12 kHz 
and Le = 105 dB for all frequency of excitation in the frequency 
determination trial. fe could not be too low in this case in order 
to avoid the imposed sound field from contaminating the jet 
noise measurements. The far field noise spectra obtained are 
shown in Fig. 3(a). Broadband amplification in the noise 
spectrum is observed with an excitation frequency fe of 3.6 
kHz. However, for/,, = 3.8 kHz (StD = 1.61, St9 - 0.006), 
a much narrower band amplification is obtained and it is highly 
probable that the subharmonic of the preferred shear layer 
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Fig. 3 Far field spectra of jet under acoustic excitation at x/D = 50, 
y/D = 29 
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Fig. 4(a) Spectral gain of axial velocity of fluctuations under different 
excitation frequency. At x/D = 4.0, y/D = 0.3; Le = 120 dB. 

Fig. 4(/j) Far field spectrum at x/D 
L = 1.8 kHz. 

29. Le = 120 dB, 

mode structure is excited. As will be shown later, the educed 
vorticity isocontours had confirmed the occurrence of pairing 
of vortex rings in this flow region. Because of the narrower 
band amplification, suggesting repetitive occurrence of pair
ing, fe is adopted as the excitation frequency in the pairing 
experiments. 

Figure 3 (b) shows the effect of Le on the noise spectra under 
fe of 3.8 kHz excitation. The spectral level at 1.8 kHz increases 
with Le and its peak appears to be more distinct. However, a 
sharp spectral peak at 1.9 kHz also grows in amplitude and 
becomes comparable in magnitude with that at 1.8 kHz for Le 
> 105 dB. Thus, Le > 105 dB is not desirable for excitation 
because this frequency component is not a significant con
tributor to the far field noise. Therefore, the jet was excited 
at StD = 1.61 (St? = 0.006) with Le = 104 dB (= 0.23 percent 
of the jet dynamic head, 0.5 pUl). 

For the vortex breakdown experiment, excitation of the jet 
at lower frequency and the applied sound source being closer 
to the breakdown region were adopted so as to make the ring 
structures more coherent. Amplification of the low frequency 
components of turbulence at x/D = 4.0 and y/D = 0.3 is 
found under fe of 1.8 kHz and at 120 dB forcing (Fig. 4(a)) 
and thus was adopted. Figure 4(6) shows the far field noise 
spectrum of the excited jet and the broadband components 
between 370 Hz and 500 Hz (StD = 0.2) are generated from 
the pairing of vortices or structures and the eventual break
down of the paired structures. Similar broadband peak has 
been observed on the far field noise spectrum of air jets (for 
instance, Schaffer, 1979 and Juve et al., 1980). 

Pairing Experiments. Figure 5(a) shows the axial fluc
tuating velocity spectra obtained by single hot wire at the 
location x/D = 1.75, y/D = 0.2 (within the potential core) 
and x/D = 1.5, y/D = 0.8 (outside the jet boundary). The 
presence of a distinct spectral peak around 1.8 kHz suggests 
the occurrence of pairing of structures in that region (Hussain 
and Zaman 1980). Figure 5(b), which shows the educed fluc
tuating vorticity isocontours, further confirms the presence of 
vortex pairing within the first two diameters of the excited jet. 
Thus, the signals from the hot wire array was 1/3 octave band 
filtered at 1.8 kHz. Threshold level for valid structure signature 
identification on each time trace was taken to be 1.0 a„ where 
a, is the rms value of the corresponding time signal. 

The axial distributions of the acceleration or deceleration 
of the vortical elements on vortex rings during pairing along 
the selected paths are shown in Fig. 6(a). However, before 
going into any discussion, it has to be pointed out that the 
data on the figure contain no time information as vortex rings 
do not necessarily arrive at the same axial position at the same 
time. It is the trends that are interested in this investigation. 

The two acceleration peaks observed on the inner path within 
the potential core in Fig. 6 (a) have been confirmed by repeated 
experiments and are also found in unexcited jet (not shown 
here). This suggests that there may exist two mutual slip-through 
processes of the vortex rings within this region 0.8 < x/D < 
2.5. The first acceleration peak at x/D =- 1.3 suggests the 
occurrence of the first slip through process. The second ac-
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celeration peaks at x/D —1.85 may be the result of the second 
slip through process in which the former leading vortex ring 
slips through the expanded trailing vortex. The deceleration 
trough at x/D = 2.4 may come from the remnant leading 
vortex ring which generally decelerates as it moves away from 
the jet axis at that stage. It is probably not due to the paired 
structures because their time signals had been removed by 
filtering. 

Data from the outer path, despite small in magnitude, show 
a trend that supports the model suggested above (Fig. 6(a)). 
The initial large deceleration of the vortical elements of the 
leading vortex ring is a typical event in pairing. The deceleration 
troughs at x/D =1.4 and 1.9 show the corresponding existence 
of vortex ring slip-through process. However, the positive peak 
at x/D =1.1 remains unexplained. This may be the effect of 
the accelerating trailing vortex ring which comes close to the 
leading vortex ring. The low magnitude of the deceleration 
should not be surprising as the deceleration of the expanding 
vortex ring is much less than the acceleration of the smaller 
ring (Fig. 1). 

The coherences between the flow signal u and the far field 
pressure fluctuations p at the frequency at 1.8 kHz, are shown 
in Fig. 6(b). The coherences have been corrected by the cor
rection method shown in Appendices B and C. It can be ob
served that the peaks for the yij at the inner path within the 
potential core, except that at x/D = 2.25, are at the same axial 
positions as the corresponding ones in Fig. 6(a). Same phe
nomenon is also observed for those at the outer path of Fig. 
6(a) and 6(6). This implies that the generation of noise due 
to vortex ring pairing is highly correlated with the acceleration 
or deceleration of the pairing vortex rings. This point agrees 
with the theoretical predicted results in the previous section 
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Fig. 6(b) Coherence between axial velocity fluctuations and far field 
pressure fluctuations. 
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that acceleration of vortical elements on the vortex rings are 
important in the generation of pairing noise. The only un
known sound source at x/D = 2.25 may be the result of the 
nonzero first and second time derivatives of F during the rapid 
slip-through process or more diffused coherent structures or 
both. The effect of a decrease in T of the vortex rings can be 
observed by expanding Eq. (5) at the slip through instant. It 

' can be shown that 

p a 2 / - 1 r 1 ( ^ - i 2 ) ^ + r | 5 [ / - l r 1 ( ? 1 - | 2 ) ] . (22) 

If dT/dt is negative, the two terms on the right-hand side of 
the above equation are of opposite sign thus results in a drop 
in the magnitude of the radiated sound. The lower coherence 
data around the proposed second slip through location may 
be the outcome of such changes in the structures. Thus, it is 
reasonable to believe that substantial noise is generated under 
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Fig. 7 Spectra of axial velocity fluctuations. 
L, = 120 dB, r„ = 1.8 kHz. 

, x/D = 2.5, y/D = - 0.3; —, x/D = 4.6, y/D = - 0.3. 

high acceleration or deceleration of the vortical elements. The 
better matching of the outer path data may also suggest that 
the effect of T is the main cause of the above mentioned 
discrepancy as the change in circulation of the outwardly going 
vortices during pairing is smaller (Hussain and Zaman, 1980). 

Ring Structure Breakdown. It can be observed from Fig. 
7 that an excitation of frequency fe of 1.8 kHz and Le = 120 
dB stabilizes pairing of the jet structures at about 850 Hz. 
Besides, the spectrum obtained at x/D = 4.6, y/D = -0.3 
shows the presence of the frequency peak at about 420 Hz and 
850 Hz. This implies that pairing of the 850 Hz structures into 
420 Hz structures occurs in the region x/D > 3.5. Since the 
dominant frequency components in the far field pressure fluc
tuations under excitation are between 370 to 500 Hz, the 420 
Hz structures observed are the azimuthally correlated struc
tures in the jet flow field (Michalke and Fuchs, 1975). The 
breakdown of the perturbed ring structures brings about dis
order and loss of circumferential coherence, resulting in lower 
noise production efficiency. Typical examples for such kind 
of drop in the noise production efficiency are the quin-axial 
jet noise suppressor of Scharton and White (1972) and the 
screen perturbed jets of Arndt et al. (1974). Thus, the time 
signals obtained from the hot wire array were 1/3 octave band 
filtered at the frequency of 420 Hz. Further, coherence data 
in later discussions are also obtained at this frequency. Thresh
old level for the structure identification was chosen to be 0.8 
o>, where a, represents the rms value of each individual time 
signal. 

The acceleration or deceleration distributions obtained in 
the breakdown region are shown in Fig. 8(a). Similarity in 
the distributions to those of the pairing case for x/D < 5.5 
(Fig. 6(a)) supports again the occurrence of pairing of the 
850 Hz structures into the 420 Hz structures in this region. 
For x/D s 6, the rapid development of the perturbation wave 
amplitude on the ring structures may be responsible for the 
increase in the axial or radial acceleration of the inwardly-
going vortical elements of the structures. Data of Widnall and 
Sullivan (1973) also showed a drop in the value of the spatial 
amplification rate. This suggests that there is an eventual drop 
in the acceleration or deceleration of the vortical elements on 
the perturbed ring, thus explaining the trough at x/D = 7 on 
the curve for the inner path in Fig. 8(a). Large rate of change 
of the velocity of the vortical elements means high strain on 
the vortex rings. As such stretching of the vortex filaments 
requires energy, such trough may be the result of a restoring 
process similar to that in loaded spring systems. The rise in 
the acceleration that follows indicates further increase in the 
rate of growth of perturbation wave amplitude. Figure 9 il-

' 3 6 9 12 

x/D 

Fig. 8(a) Average acceleration of vortical elements within breakdown 
region 

• Outer path 
a inner path 

Fig. 8(b) Coherence between axial velocity fluctuations and far field 
pressure fluctuations within breakdown region. 
D , Inner path; n , outer path. 

lustrates the spectral development of the axial fluctuating ve
locity signals for 6 <, x/D < 12. The gradual decrease in the 
peak frequency for x/D > 7 suggests the breakdown of the 
highly perturbed ring structures. Thus, the large scale axial 
acceleration measured at x/D = 7.5 signals the breakdown of 
the 420 Hz vortex rings. Data obtained after that are very 
scattered and become irrelevant in the present study. For x/ 
D < 7, deceleration of the vortical elements on the perturbed 
rings is observed. Those elements that move away from the 
jet axis convert in a lower mean velocity environment and 
decelerate. The sharp change at x/D — 7.2 may be the con
sequence of the ring breakdown. 

Coherence distributions near 420 Hz in the breakdown re
gion are shown in Fig. 8(b). The small coherence values for 
x/D < 6 are expected since pairing of the organized structures 
to 420 Hz structures involves low acceleration and deceleration 
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Fig. 9 Spectra of axial velocity fluctuations within breakdown region. 
Along y/D = - 0.3. 

and does not produce much noise (as can be seen in Fig .4(b)). 
Though the coherence values are only about 0.2, the coherence 
spectra obtained at this region (which is not shown here) in
dicate the dominant coherence peak at this frequency while 
those at the other frequency, except that at the excitation 
frequency, are less than 0.05. As will be discussed in the next 
section, the distributions agree with that of the noise-flow 
turbulence correlation of Juve et al. (1980). Thus, the noise 
within the mentioned frequency band is believed to come from 
the breakdown of rings. Also from Fig. 8(b), there are co
herence peaks at the locations where maximum acceleration 
or deceleration of the vortical elements are found (Fig. 8(a)). 
The agreement in the peak positions further supports the above 
findings that the rate of change of velocity is the basic mech
anism in noise generation. The drop in the coherence after the 
breakdown of rings at x/D — 7.5 is consistent with the findings 
of other workers as mentioned before (for instance, Schaffer, 
1979 and Arndt et al., 1974). 

Other Discussions 
It can be observed in Figs. 6(a) and 8(a) that the magnitude 

of the rate of change of the velocity of the vortical elements 
obtained in the pairing region is generally one order of mag
nitude higher than that in the breakdown region. Comparison 
between the vortex pairing results in the two regions shows 
that the pairing activity in the region 3.6 < x/D < 6 is much 
less noisy than that in the early pairing region (0.8 < x/D < 
2.5). These results again strongly manifest that the rate of 
change of speed of the vortical elements on the vortex rings 
plays a key role in the noise emission in circular jet. 

In the coherence measurement results shown in Figs. 6(b) 
and 8(b) the lower value of coherence obtained along the outer 
paths may be due to the more diffused state of the rings and 
the high local random turbulence (Browand and Laufer, 1975). 
The scattered data and lack of definite trend along the outer 
path in Fig. 8(b) make interpretation of the results difficult. 
Since the ring structures at their breakdown stages are usually 
very diffused and unstable, a gradual decrease in the circum
ferential correlation of structure signals is highly expected. This 
may result in the scattering of the data obtained. 

Also observed in Fig. 8 (b) is that the coherence distribution 
agrees with the distribution of the noise-flow turbulence cor
relation of Juve et al. (1980). The positions of the maximum 
correlation for StD = 0.15 and 0.3 are located at x/D — 6.5 
and 8, respectively, giving an interpolated position of x/D = 
7.5 for Stfl = 0.18. This agrees with the present result at x/ 
D = 7.2. Besides, with laser doppler anenometry, Schaffer 

(1979) found that the source term of noise at StD = 0.2 is 
greatest at x/D ~ 8. The small discrepancy in the spatial 
location of the maximum correlation or coherence is due to 
the shortening of the potential core length under controlled 
acoustic excitation (Lepicovsky et al., 1985). This shows fur
ther that the adopted correction method for probe interference 
gives the correct distribution of the coherence between the far 
field pressure fluctuations and flow turbulence. 

Conclusions 
In the present study, a mathematical method is introduced 

to correct the effect of probe noise contamination of the far 
field jet noise signal. The obtained coherence distributions 
show good agreement with those of other researchers. 

Simple theoretical models for the noise emission from vortex 
ring evolution in the free shear layer have been established 
with reference to the flow visualization pictures and to the 
experiments carried out within the noise production region of 
the jet proposed by various researchers. 

In the pairing model, the motions of the vortex rings are 
obtained by Biot-Savart induction law. The far field noise is 
calculated using Mohring's formula. The model suggests that 
maximum sound power is radiated at the instant of the oc
currence of the slip through process. This is also the instant 
at which the vortex rings are highly accelerating or decelerating. 
Change of the vortex ring circulation is neglected in the present 
study but it can be deduced that a negative rate lowers the 
magnitude of the radiated sound. This implies that the second 
slip through of vortex rings occurs in jet is less noisy than the 
first one. This point and the dependence of sound radiation 
on the acceleration or deceleration of the vortex rings are 
confirmed by the experimental results obtained from the jet 
excited at the first subharmonic of the shear layer mode fre
quency. 

The development of the perturbation waves on the ring struc
tures in a free shear layer has been shown to be noise producing 
for small wave amplitude. The proposed model also suggests 
that the sound magnitude increases with it and thus the rate 
of change of speed of the vortical elements on the ring struc
tures until the structures breakdown. Experimental results ob
tained after the end of the potential core of the excited jet (Stfl 
— 0.8) show that the breakdown noise is less correlated with 
the flow signals than the pairing noise. However, similar to 
the pairing case, the sound radiated depends on the rate of 
change of speed of the vortical elements on the ring structures. 

The present investigation into the noise production mech
anism of the coherent structures in a subsonic jet under con
trolled acoustic excitation has shown that the sound generated 
by vortices is correlated with the acceleration or deceleration 
of the vortical elements of both the thin vortex rings in the 
pairing stage and the relatively thicker vortex rings during the 
breakdown process. This finding suggests that the noise pro
duced through the pairing of vortices and through the ring 
breakdown comes from the same mechanism of a rate of change 
of the propagation velocity of the vortical elements. Thus, of 
such a change in speed, be they of acceleration or deceleration, 
within the jet flow field is the basic mechanism for the emission 
of sound in jet. The present results clarify the role of the rate 
of change of velocities of the vortical elements on the gener
ation of jet noise. 
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Fig. A1 Calculation scheme 

A P P E N D I X A 

Calculation of the Rate of Change of Velocity of Coherent 
Structures. It has been shown by Lau and Fisher (1975) and 
Zaman and Hussain (1984) that the large positive and negative 
spikes on the time signals obtained within the jet flow field 
are signatures of the large-scale structures. Their identification 
on the time trace and their passage time across a point in the 
flow field can be obtained under a chosen threshold level. 
Figure A 1 shows the scheme. 

Acceleration or deceleration of the structure in the direction 
parallel to the measuring device is 

h-h 
X$ — X\ X2~ X\ 

h h 
(al) 

Accuracy of the acceleration measurement depends on the 
sampling rate and the error in the measurement of separation 
between the hot wires. The error in the present measurement 
is about 15 percent. 

A P P E N D I X B 

The Correction Method for Coherence Measurements With 
Prongs. In turbulent free shear layer, dW/dt2, where u de
notes the flow velocity at a particular point in the radiation 
direction, contributes partly to the far field noise. This means 
that both the coherent and random signals (this refers to the 
flow signals that bear poor coherence with those at other points 
within the flow field) inside the layer have their contributions 
if one considers only one point inside the flow. However, 
because of the lack of coherence and short life span of the 
latter kind of signal, its contribution to the far field noise 
integral tends to be zero. Thus, it can be assumed that the 
noise from an air jet comes only from the coherent structures. 

When a small solid body is inserted into the flow, the ad
ditional noise produced, which had been formulated by Curie 
(1955), has been shown to be proportional to du2/dt (Richarz, 
1980). 

The derivation of the method starts with the expression that 
far field noise p,(t) equals the sum of prong noise pp(t) and 
jet turbulence noisepj(t), that is 

P,(t)=PP(t)+Pj(t). 
By definition, the coherence between p and u is 

IG,„(/)I2 

7^00 = 
GUu(f)G„(f)' 

(bl) 

(b2) 
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For a convective type of flow instability, the fluctuating part 
of u varies sinusoidally with time and thus it can be observed 
from the expressions of the jet and prong noise that pp and Pj 
are 90 deg out of phase with each other. Let Rxy denote the 
cross correlation between signals x and y, 

Rt! = Rpp + Rjj + RPj + Rjp. (b3) 

It can be shown under the stated condition that RPj + RjP = 
0. Thus, Gu{f) can be written in the following form: 

G„(f)Af^p2
p{f)+p2(f) (b4) 

and G„„(/)A/is u 2 ( / ) . p denotes the rms value of the pressure 
fluctuation at the frequency/. Also, Eq. (b2) can be expanded 
into the form 

2 ^ IO„ P l / ) l 2 +lG, / (7) l 2 

ru)=- (Af)2 

u2C/) (p2
P + pj) 

Therefore, denoting f as the ratio of pp to pj, then 

y2
Uj<f) = (l + i2h2(f)-f2ytp(f)-

Thus, the only unknown in Eq. (b6) is ylp(f). 

(b5) 

(b6) 

A P P E N D I X C 

Method to Estimate Coherence Between Prong Noise and 
Flow Signals. Noise produced from prong-flow interaction 
is of the form 

— du x-i— du 
U—dx=Cj]U—Ax, 8t dt 

(cl) 

where the integral is to be taken along the length of the prongs. 
From Navier-Stoke equation and for a convective type of in
stability, u varies sinusoidally with time so that the modulus 
of cross spectrum between flow signal at the prong u0 and du/ 
dt can be related to that between u0 and u simply by the equation 

du 
= a>/IG(w0, U)\, (c2) 

where coy represents the frequency of the signal u. Also, for 
prong inserted vertically into the flow, it can be assumed as 
the scale of structure impinging on the obstacle surface is large 
such that the u signals along the length of the prong are in 
phase and thus G(u0, u) are real. Beside, the velocity corre
lation between signals at points / and j along the length of the 
prong can be expressed, as used by Ribner (1969) and Richarz 
(1980) in the study of jet noise, in the form 

Rijir, T) = u'2exp(-ar2)g(T), (c3) 

where r represents the distance between points ;' and j along 

the length of prong, u'2 the mean variance of velocity fluc
tuations in the flow field and g an exponential function of T2 

and is independent of r when the direction of structure prop
agation is perpendicular to the prong stem. 

Coherence between u0 and prong noise p is defined as 

2 _ l G ( « 0 , p ) l 2 

Yuop-
G(u0, u0)G(p,p) 

J = 0 r - ° ° 1 
R0J(jAx, T) cos (COT)CIT 

" I f 
Y\ lim - Rjj{r, T) cos (uT)dj 

. . T— co 1 J _ f 

(c4) 

where n = 1/Ax and y = 1/ - j I Ax. Denoting exp(-oAx2) 
by X, Eq. (c4) can be simplified to 

n 1 2 

y=o 
7 « 0 P ~ " 

T,w*1'-•j)* 

A rough approximation for U, is that £/,(/*) = U0 exp (-
and if r; denotes exp (-bAx2), Eq. (c5) becomes 

1 2 

-v2 --
I "OP 

;=o 

^ • 2
+ J \ u - j ) 2 

(c5) 

-br2) 

(c6) 

The value of X can be obtained by coherence measurements 
within the jet flow field while i) can be found from the mean 
velocity profile. 

It can be observed that for moderate value of X, the greater 
the mean velocity gradient the larger the coherence value as 
the expression becomes more and more dependent on flow 
signals surrounding the point 0. Also, if the prong is placed 
inside the potential core so that r; = 1 and A = 1, unity 
coherence between the flow signal at the measuring point and 
the far field noise is resulted. Thus, in the initial pairing region, 
where the cross sectional area of the potential core is large and 
the surrounding mean shear rate is high, the coherence is taken 
as unity. Outside the jet flow field, ij is again close to 1, and 
the estimated y2

lp equals 0.2. 
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Experimental Observations of Flow 
Instability in a Helical Coil 
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Experimental observations were made for the nominally fully developed flow through 
a helically coiled pipe of circular cross-section with a curvature radius to pipe radius 
ratio Rc/a = 18.2. Laser-Doppler measurements of the instantaneous streamwise 
velocity, us, and the cross-stream circumferential velocity, u^,, components were 
obtained along the midplane of the pipe cross-section. The Reynolds number range 
explored was 3800 < Re < 10500 (890 < De < 2460) and spans the laminar and 
turbulent flow regimes. Time integration of the velocity records has yielded previ
ously unavailable mean and rms velocity profiles. In the range 5060 < Re < 6330, 
the time records of the velocity components reveal periodic flow oscillations with 
St ~ 0.25 in the inner half of the pipe cross-section while the flow near the outer 
wall remains steady. A frequency doubling (St « 0.5) is also observed at some 
midplane locations. This low frequency unsteadiness is distinct from the shear-
induced turbulent fluctuations produced with increasing Re first at the outer wall 
and later at the inner wall of the coiled pipe. Simple considerations suggest that the 
midplane jet in the recirculating cross-stream flow is the source of instability. 

Introduction 
The flow through coiled pipes is of considerable engineering 

interest and of fundamental scientific importance. Turbulent 
flows through helical coils occur in numerous industrial proc
esses and laminar flows arise in, for example, various bioen-
gineering applications. Consequently, the respective 
characteristics of fully developed laminar and turbulent flows 
through helical coils have been studied extensively and, at least 
for the laminar case, are fairly well explained. In contrast, the 
transitional regime lying between laminar and fully turbulent 
flow has received sparse attention and remains poorly under
stood. As discussed below, pipe curvature tends to dampen 
high frequency turbulent fluctuations, hence the manner of 
"transition to turbulence" in a helical coil is ambiguous. This 
experimental investigation addresses the transitional flow re
gime in a helical coil by providing quantitative time-dependent 
point measurements of velocity obtained with a non-intrusive 
laser-Doppler velocimeter (LDV). 

The flow through a helical coil is uniquely different from 
that through a straight pipe due to the secondary flow pattern 
induced by the imbalance in the radial direction (4> = 0, 7r) 
between the outwards-directed centrifugal force and the in
wards-directed pressure force acting on the fluid. Shown in 
Fig. 1 is a cartoon of the secondary streamlines. The two 
counter-rotating vortices, called Dean vortices, are present at 
all flow rates. Also shown in Fig. 1 is the toroidal coordinate 

"Data have been deposited with the JFE Data Bank. To access the file for 
this paper, see intructions on p. 542 of this issue. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
March 16, 1992; revised manuscript received December 16, 1992. Associate 
Technical Editor: F. M. White. 

Fig. 1 Toroidal coordinate system and a cartoon of the secondary flow 
streamlines 

system which, neglecting the helix angle, is perfectly suited for 
describing the helical coil geometry. The three orthogonal co
ordinate directions are r, the radial distance from the pipe 
center; </>, the poloidal angle; and 6, the toroidal angle. 

It is known from experiments that the effect of coil curvature 
is to suppress high frequency turbulent fluctuations. This re
sults in a higher value of Re for establishing fully turbulent 
flow in a curved pipe compared to a straight pipe (White, 1929; 
Taylor, 1929; and Sreenivasan and Strykowski, 1983). Figure 
2 illustrates the turbulence suppression. By providing a com
parison between the friction factor for the helical coil measured 
in this work and that in a straight pipe. The sharp discontinuity 
observed at Re = 2300 in the friction factor curve for the 
straight pipe marks the sudden transition to turbulence. In 
contrast, the friction factor curve for the helical coil is fairly 
smooth, indicating that the emergence of turbulence in this 
flow is gradual. A slight discontinuity in the slope of this curve 
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Fig. 2 Comparison between the friction factor measured in the present 
helical coil with RJa = 18.2 (a data from manometer, 0 data from 
transducer) and the established correlation for straight pipe flow ( ). 
The present measurements have an uncertainty of ±5 percent and are 
consistent with the results of White (1929) and Ito (1959). 

is noticeable near Re = 8000. Beyond this point the flow is 
considered to be fully turbulent. This value of Re agrees with 
that predicted by Ito's (1959) correlation for the Re required 
to establish fully turbulent flow in a coil with the present 
dimensions. 

As will be shown, in the range 2300 < Re < 8000 in our 
coil, the effect of pipe curvature is to suppress high frequency 
turbulent fluctuations present in the inlet flow or generated 
by shearing of the fluid at the curved pipe walls. For Re > 
8000, the rate of production of the fluctuations exceeds their 
rate of damping. Hence, the expression "transition to tur
bulence" as it applies to straight pipes is inappropriate when 
applied to the flow through a helical coil. Nevertheless, for 
ease of discussion the regime spanning steady laminar flow 
and fully turbulent flow in a coil will be referred to here as 
the "transit ional" regime. The important points to note about 
the transitional regime are its gradual (noncatastrophic) nature 
and the relatively high value of Re required to maintain a 
turbulent state. 

It is not yet known exactly how curvature works to suppress 
turbulence in helical coils. Certainly, the stream wise acceler
ation of the inlet flow near the inner wall of the coil works to 
laminarize the motion there. But the uniform laminarization 
of the flow throughout the pipe cross-section and the persis
tence of the laminar flow regime further downstream in the 
coil are not understood. To our knowledge, only two studies 
have addressed the problem, qualitatively. Taylor (1929) and 
Sreenivasan and Strykowski (1983) documented values of the 

transitional Reynolds numbers marking the onset and com
pletion of the gradual transition process. In his celebrated flow 
visualization experiments, Taylor (1929) observed an oscilla
tory state of motion in the transitional flow regime. Sreeni
vasan and Strykowski (1983) also noted a sinusoidal 
unsteadiness of the motion near the inner wall of the pipe at 
a lower value of Re than that for which the flow became 
turbulent at the outer wall (first) and the inner wall (second). 
The latter authors detected the unsteadiness by means of hot 
wire anemometers placed along the midplane of the pipe cross-
section, at distances one quarter of the radius from the inner 
and outer walls, respectively. They noticed that the charac
teristics of the transitional regime were dependent on the lo
cation in the pipe cross-section. Near the inner wall, oscillations 
with fairly well defined frequencies characterizing the flow 
unsteadiness grew in amplitude before higher harmonics started 
to appear. Turbulence near the inner wall emerged by the 
gradual superposition of higher order frequencies on the fun
damental frequency. In contrast, near the outer wall turbulence 
emerged by high frequency "bu r s t s . " The sinusoidal oscilla
tions at the inner wall always preceded the turbulent bursts at 
the outer wall. Neither Taylor (1929) nor Sreenivasan and 
Strykowski (1983) provide quantitative values of velocity or 
of the oscillation frequencies in the transitional flow regime. 

The objective of the present study has been to quantify the 
features of the unsteady periodic flow in a coiled pipe as a 
function of Re in the transitional flow regime. Numerical sim
ulations of curved flows indicate where in the pipe cross-section 
velocity measurements should be performed. Marcus (1984), 
in the Taylor-Couette concentric cylinder flow configuration, 
and Finlay et al. (1988), in a curved duct of rectangular cross-
section, show a transition from steady counter-rotating vortices 
to a wavy-vortex flow structure. If it exists, a flow structure 
in the helical coil approximating a wavy-vortex flow will be 
detected by measuring the velocity along the midplane of the 
pipe cross-section. Hence, this communication is specifically 
devoted to a discussion of velocity component measurements 
made on the midplane of the cross-section of a helical coil, at 
a streamwise location where the flow is nominally fully de
veloped. For clarity, the sinusoidal unsteadiness observed in 
the transitional regime will be referred to as the "low frequency 
unsteadiness" because it is distinct from high frequency tur
bulence. 

Experimental Apparatus and Measurement Procedure 
The experiments were performed in a closed-loop water flow 

system of which a schematic is shown in Fig. 3. The straight 
plastic pipe segment connected to the inlet of the helical coil 

Nomenclature 

a = pipe cross-section radius 
d = ( = 2a) pipe cross-section diame

ter 
De = ( = Re (a/R c )w l ) Dean number 

/ = ( = 2APd/pLU2) nondimen-
sional friction factor 

fd = dominant frequency 
L = length 
TV = number of data points in a set 
r = radial coordinate in the pipe 

cross-section 
Rc = coiled pipe radius of curvature 
Re = ( = Ud/v) Reynolds number 

S = power spectral density 

St = (=fdd/U) dominant Strouhal 
number 

w0 = instantaneous cross-stream cir- U 
cumferential velocity compo- AP 
nent 4> 

ue = instantaneous streamwise veloc
ity component v 

u,/, = mean (time-integrated) value of 8 
u$ P 

ug = mean (time-integrated) value of a 

tij, = rms (time-integrated) value of agb 

ue = rms (time-integrated) value of am 

ue 

bulk streamwise velocity 
pressure drop 
poloidal angle in the pipe cross-
section 
fluid kinematic viscosity 
toroidal angle 
fluid density 
standard deviation of any mem
ber of the data set 
standard deviation due to veloc
ity gradient broadening 
standard deviation of the mean 
of a data set 
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Fig. 3 Schematic of the constant head water flow system and the 
helical coil 

test section is 40 pipe diameters in length and of inner diameter 
3.81 ± 0.05 cm. The first 14 pipe diameters in this segment 
contain soda straws packed into the pipe to straighten the flow. 
The helical coil consists of a 3.81 ± 0.05 cm inner diameter 
Tygon tube coiled to a diameter of 69.3 ± 0.2 cm, measured 
from the center of the tube {Rc/a = 18.2). The coil turns 5% 
revolutions and the helix angle is 3.40 ± 0.02 deg. To support 
the Tygon coil, eight Unistrut columns are arranged equidis-
tantly along the perimeter of a circle and linked with plywood 
slats oriented at the correct pitch to form a continuous helical 
ramp. Coiling the Tygon tube leads to a slightly elliptic tube 
cross-section, which was measured with a micrometer to be at 
worst 3 percent out of round (3 percent is comparable to that 
of other studies of helical coils). Sreenivasan and Strykowski 
(1983) have noted that a small departure from circularity pro
duces a comparably small lowering of the transitional Re. No 
further attempt was made to quantify the effect of ellipticity 
in this work. 

A short transparent straight acrylic Plexiglass pipe section 
was constructed to allow optical access for the LDV meas
urements of the flow. The outside of the acrylic section is flat, 
while the inside was bored to 3.81 ± 0.05 cm to match the 
inner diameter of the Tygon tube. Great care was taken while 
gluing the acrylic section in place to insure that the transition 
from the Tygon tube to the acrylic section was smooth to the 
touch along the inside surface. The acrylic section is two pipe 
diameters long and is located at the outlet of the coil (i.e., 5 !4 
revolutions from the coil inlet). The acrylic section is followed 
by a straight piece of Tygon tube 30 pipe diameters in length. 

Observations of neutrally-buoyant dye injected into the fluid 
near the tube wall upstream of the acrylic section revealed a 
smooth transition of the flow going from the Tygon tube into 
the acrylic section. All of the LDV measurements were per
formed at a location one pipe diameter into the acrylic section, 
after confirming that fully developed helical coil flow char
acteristics were being observed at this measurement location. 
That this was indeed the case is supported by two pieces of 
evidence. First, measurements of the velocity components at 
a single flow rate (Re = 5900) upstream of this location, 2/3 
of a pipe diameter into the acrylic section (the optical access 
position furthest upstream), yielded mean and rms profiles as 
well as unsteady characteristics identical to those obtained at 
one pipe diameter. Second, as shown in Fig. 4(a), there is 
excellent agreement between present measurements of the mean 
stream wise velocity component at Re = 3800 and the profiles 
calculated by Goering (1989) for very similar flow parameters. 
Goering's (1989) profile is the result of solving the finite dif-
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Fig. 4 Mean (a) and rms (b) of u, along the coiled pipe midplane as a 
function of Re. Also shown is the mean midplane profile (o) of u„ cal
culated by Goering (1989) for Re = 3580 and RJa = 20 (De = 800) 

ference approximation to the Navier-Stokes equations for two-
dimensional steady flow. The abscissa in Fig. 4(a) corresponds 
to the midplane illustrated by the continuous line on the left 
hand side of Fig. 1. In this and all the other velocity profile 
plots r/d =0 .5 indicates the inner wall location and r/d = 
-0.5 indicates the outer wall location. 

The majority of the velocity component measurements were 
made through the side wall of the acrylic section using a DAN-
TEC 55X modular optics LDV system in off-axis backscatter 
mode. For measurements of the stream wise velocity compo
nent at the three locations closest to the inner and outer pipe 
walls, respectively, the collection optics were relocated directly 
below the probe volume, at 90 deg relative to the entering 
beams, in order to improve the signal to noise ratio. The 
elliptical probe volume of the LDV system was estimated to 
be 1.0 mm long and 0.1 mm in diameter, based on the 1/e2 

intensity boundary. It was moved with a precision of ± 1/240 
mm in any of three orthogonal directions by means of computer 
(IBM AT) controlled step motors. Corrections to the inter
secting beams angle and the probe volume location, based on 
the index of refraction of the acrylic and water, were made 
using the formulae in Azzola and Humphrey (1984). (We note 
a typographical error in that paper: to be correct, the right-
hand sides of Eqs. (4), (14), and (21) in Appendix I should be 
divided by the index of refraction of the fluid inside the pipe.) 

Essentially neutrally-buoyant cornstarch particles, ranging 
in size between 1 to 10 ^m, were used for seeding the flow. 
Reasonable signal to noise ratios were obtained by mixing one 
tablespoon of cornstarch into the 270 liters of water required 
by the flow system. 

The two components of velocity were measured separately. 
The green-light wavelength of the LDV system was used to 
measure both components. For each measurement location, 
2500 (4000 at some locations and Re) validated Doppler bursts 
and their time increments were recorded. The data rate was 
controlled to be low enough to insure that an accurate long-
term mean could be obtained, but also high enough, as de-
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termined by the Nyquist criterion, to resolve nonturbulent flow 
oscillations. For all the results shown here the data rates varied 
between 40 and 50 Hz, approximately. 

Power spectra were calculated from the velocity component 
time records using the slotted auto-correlation technique de
scribed by Bell (1986), which allows for the random variation 
in particle arrival times. Mean and rms values of velocity were 
computed by time-integrated averaging. This yielded values 
for these quantities in excellent agreement with the ensemble 
averaging approach. 

Uncertainty Considerations 
The uncertainty in the Reynolds number of the flow was 

estimated to be ±4 percent based on the uncertainty of the 
bulk velocity and that of the viscosity through variation in 
temperature. The sources of error affecting the mean and rms 
velocity measurements were: (1) systematic (and correctable) 
errors in the beam angle and optical probe volume location 
due to refraction of the beams by the curved acrylic wall (men
tioned above); (2) additional (random) refraction effects; (3) 
filter bias; (4) finite-sample size; (5) velocity bias; (6) particle 
settling considerations and; (7) velocity gradient broadening. 

The random uncertainty in the position of the optical probe 
volume was largely a function of the uncertainty incurred in 
determining its initial reference position and was shown to be 
negligible for the present measurements. Filter bias was also 
shown to be negligible by comparing data at various filter 
settings. The uncertainty due to finite-sample size was minimal 
because of the relatively large number of Doppler bursts col
lected. Velocity bias was reduced by time-integrating the LDV 
data numerically to determine the mean and rms. The settling 
velocity of the cornstarch particles was estimated to be 10 ~4 

to 10"5 m/s which is negligible relative to the speed of the 
flow. The effect of gradient broadening at measurement lo
cations away from the pipe walls was small since the velocity 
gradients across the probe volume were small. 

The magnitude of the gradient broadening effect was not 
small for the streamwise velocity component measurements 
made near the outer wall, where the velocity gradient is rel
atively steep. Expressions from which the magnitude of the 
effect may be estimated for ue and ug, respectively, are given 
by Humphrey (1977). Unfortunately, these formulae cannot 
be used here because the values of dlig/dr and d2ue/dr2 cannot 
be estimated with sufficient accuracy. However, we do note 
in these formulae that the rms due to gradient broadening is 
proportional to the velocity gradient (i.e., agb ~ (Sue/dr)). 

An estimate of the gradient broadening uncertainty in ue 
can be obtained from the data in Fig. 4(b). We know that at 
Re = 3800, the flow is laminar and steady everywhere in the 
pipe. This is supported by the values of ue (and of u^ in Fig. 
5(b)) which, at this Re, range between 0.5 percent and 3 
percent. These levels of the rms for Ug and u$ are commensurate 
with that expected from the background noise associated with 
the measurement technique. However, the values of ue at Re 
= 3800 for the two data points nearest the outer wall (r/d = 
- 0.49 and - 0.46) are significantly larger than 3 percent. This 
is attributed to the gradient broadening effect. 

The correction for gradient broadening is implemented as 
follows. From the formula in Humphrey (1977) an estimate 
of the rms due to gradient broadening relative to the gradient 
broadening at Re = 3800 is: 

°gb 

dug 

dr 

(Ogft)Re = 3 
(1) 

The velocity gradient near the wall is expected to vary with 
Re. We can estimate the dependence of due/dr on Re from the 
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Fig. 5 Mean (a) and rms (b) of uCJ along the coiled pipe midplane as a 
function of Re 

ue profiles in Fig. 4(a). The central finite difference approx
imation is used to determine the ratio of velocity gradients at 
r/d = -0.46. The corrections to <r„, is determined by noting 
that: 

2 2 (2) 

where the "m" and "c" subscripts denote measured and cor
rected values, respectively. The outer wall values of ue plotted 
in Fig. 6 have been corrected for the gradient broadening effect. 
The magnitude of agb at Re = 3800 is determined by requiring 
that 100 us/U equal 2.5 percent, which is a value consistent 
with the rest of the profile. None of the other plots for ue 
presented here have been corrected for gradient broadening. 
The gradient broadening effect on us is to slightly increase the 
values of the profile near the outer wall. The effects of gradient 
broadening on S0 and u^ were found to be negligible. 

After accounting for all major sources of uncertainty in the 
LDV measurements, the total random uncertainties in the mean 
and rms of the velocity components in the bulk of the flow 
are both estimated to be ± 3 percent. Experimental reprod
ucibility was ascertained by repeating measurements of selected 
results to within the stated uncertainties for essentially identical 
test conditions. 

The value of the dominant frequency used to calculate the 
Strouhal number was determined from power spectra obtained 
from the velocity time records. Ten independent time records, 
each consisting of 2000 validated Doppler bursts, were col
lected at each measurement location. The Strouhal number 
reported at each measurement location is the average of those 
appearing in the ten power spectra. Its standard deviation is 
am = oV-v/TV-'l (Young, 1962). The standard deviation, a, was 
estimated to be ± 10 percent, from which it follows that am 
= ±3 percent, approximately, for N = 10. 

Results and Discussion 
All the data provided in the plots discussed in this section 

have been filed with the Journal of Fluids Engineering (see 
JFE Data Bank Contribution, below). The measurements in-
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elude values of the mean and rms of M9 and u^ obtained for 
thirteen values of Re in the range 3800<Re< 10500 
(890 <De< 2460). Figures 4 and 5 show profiles of the di-
mensionless mean and rms of ue and u^ measured along the 
pipe midplane for six values of Re. Figure 6 shows the two 
rms velocity components as a function of Re at three pipe 
midplane locations. Figures 7 and 8 show typical velocity com
ponent time records and their associated power spectra. Fi
nally, Figs. 9 and 10 show plots of St versus position on the 
pipe midplane for different values of Re. 

A superposition of the profiles for ug in Fig. 4(a) will show 
that this quantity increases with increasing Re near the pipe 
inner wall, while it decreases at the outer wall. This tendency 
of the flow toward a more uniform distribution of the stream-
wise velocity along the pipe midplane is expected as turbulent 
diffusion aids in the redistribution of momentum with increas
ing Re. We note from these profiles that, except for a relatively 
thin layer of fluid near the outer wall, the mean streamwise 
velocity component increases with increasing distance from the 
pipe inner wall. According to Rayleigh's circulation criterion 
(see Drazin and Reid, 1981) for two-dimensional flow in, for 
example, a curved channel, this is a condition for stable flow. 
The criterion is proposed by Sreenivasan and Strykowski (1983) 
to explain the' 'global stabilization" experienced by a turbulent 
flow as it laminarizes in a curved pipe in spite of the fact that 
shearing of the fluid at the pipe wall, especially at the outer 
wall, tends to promote turbulence. 

The profiles for ue in Fig. 4(b) show that this quantity 
increases with increasing Re near the pipe inner and outer walls, 
and in the core of the flow. The maximum in u9 in the core 
is located near the pipe center at low Re and is gradually 
displaced towards the pipe inner wall as Re increases. As dis
cussed below, increases of tig in the core is primarily associated 
with a non-turbulent low-frequency sinusoidal oscillation of 
the type previously observed by Sreenivasan and Strykowski 
(1983). Near the outer wall we find no evidence of low fre-
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Fig. 8 Time record (a) and power spectrum (b) of u„ on the midplane 
of the coiled pipe, 2.3-mm from the inner wall for Re = 6750, De = 1580 

quency oscillations, the increase in rms with Re there being 
attributed to shear-induced production of turbulence. At suf
ficiently large Re (Re > 6750) shear-induced turbulence also 
contributes to the rms near the inner wall. 
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The profiles for M0 shown in Fig. 5(a) reveal that this velocity 
component was not significantly different from zero. A very 
minor, but measurable, asymmetry in the profiles is attributed 
to both the effect of the helix angle on the flow and the small 
uncertainty in the probe volume location relative to the pipe 
midplane. The profiles for ti^ in Fig. 5(b) display the same 
qualitative trends with Re already discussed for ue. 

Figure 6 provides plots of ue and ti^ as a function of Re for 
three different positions on the pipe midplane; near the inner 
and outer walls of the pipe, and the (variable) midplane lo
cation where the maximum arises in the core of the flow. 
Because of the negligible contribution of gradient broadening 
to the measurements of w0 near the outer wall, the low values 
of this quantity at that location confirm the steady laminar 
nature of the flow there for Re < 6330. Both sets of data for 
tie and ŵ  show these quantities increasing significantly at all 
three locations for the range 6330 < Re < 7590. At high Re 
(Re > 8650) the profiles for tis and ŵ, differ significantly in 
their respective magnitudes near the pipe walls, the values for 
ue being larger. This is expected since shear-induced turbulence 
contributes directly to ue which, in turn, contributes to K0 

through pressure redistribution effects (see, for example, Ten-
nekes and Lumley, 1972). 

Time records and power spectra for u$ at two Re are plotted 
in Figs. 7 and 8. Each record was obtained at the same location 
on the midplane of the pipe cross-section, 2.3 mm (0.12a) from 
the inner wall. This is the measurement location closest to the 
inner wall in Fig. 5. The characteristics of the flow at this 
location are considered to be representative of its behavior 
near the inner wall. It should be noted that the abscissa of the 
power spectra in these two figures stops at 6 Hz because nothing 
significant was detected beyond this value for Re < 6750. This 
observation is in agreement with previous observations that 
pipe curvature suppresses high frequency turbulent fluctua
tions at values of Re larger than the critical value for the flow 
through a straight pipe. (Although not shown here, velocity 
time records and power spectra for u^, and ue at Re = 4850 
at this measurement location revealed a steady laminar flow.) 

The power spectrum for Re = 5060 (Fig. 7) shows a distinct 
nonturbulent flow oscillation with a single dominant frequency 
of approximately 0.85 Hz (St ~ 0.25). As Re increases further, 
the oscillation frequency (St « 0.25) persists at this measure-
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Table 1 Reynolds numbers bounding the transition flow re
gime in helical coils of similar Rc/a 

Taylor (1929) Sreenivasan and Current 
Strykowski (1983) Investigation 

~Rja liU! 17̂ 2 18̂ 2 
Unsteadiness Re = 5830 Re = 5000 Re » 5060 
Complete 
turbulence Re » 7100 Re « 7100 Re « 7590 

ment location until approximately Re = 6750 (Fig. 8) when 
no distinctly dominant frequency emerges in the power spec
trum. 

A comparison between the Reynolds numbers bounding the 
transitional flow regime determined by previous investigators 
and those found in this work is provided in Table 1. For the 
current investigation, the first appearance of unsteadiness as 
determined from the power spectra occurs at Re = 5060. The 
determination of Re for fully turbulent flow is based on the 
significant increase in rms seen in Fig. 6 between Re = 6330 
and Re = 7590. Thus, we take Re = 7590 to characterize fully 
turbulent flow; a value slightly below the Re = 8000 deter
mined from the friction factor plot in Fig. 2. Although the 
curvature ratios are slightly different for the cases considered 
in the table, the results are consistent throughout. 

Plots of the dominant St, obtained from the power spectra 
for the time records of u0, are given in Fig. 9 as a function of 
Re and position along the midplane of the pipe-cross section. 
For example, the peak at about 0.85 Hz (St « 0.25) appearing 
in the power spectrum in Fig. 7 was averaged with the values 
obtained from nine additional independent spectra and the 
result appears as the datum closest to the inner wall in Fig. 
9(a). At the measurement locations with more than one dom
inant frequency, each St is represented by an individual datum. 
Measurements locations with no dominant frequency are de
void of a symbol. 

For Re = 5060 in Fig. 9, a flow oscillation with St « 0.25 
spans the distance from the inner wall to nearly the center of 
the pipe. At Re = 5480, the region of oscillation with St = 
0.25 remains. In addition, a frequency doubling phenomenon 
near the pipe center with St = 0.5 is observed. This agrees 
with the "second harmonic" observations made by Sreeni
vasan and Strykowski (1983). The power spectra for Re = 
5900 reveal that the physical domain with St ~ 0.25 is reduced 
to a slightly smaller region near the inner wall, while the domain 
with St = 0.5 has grown appreciably, extending towards both 
the inner and outer walls. At Re = 6330, oscillations with St 
« 0.25 and St « 0.5 are respectively present in the region 
close to the inner wall. As Re is increased further, the power 
spectra fail to reveal distinct frequencies with large energy. It 
should be noted that, although the region of flow unsteadiness 
was found to extend past the midplane center for some Re, 
no distinct low frequency unsteadiness was observed near the 
outer wall for the present experimental conditions. This is 
consistent with the qualitative observations of Sreenivasan and 
Strykowski (1983). 

The corresponding data for St based on the time records for 
ue are shown in Fig. 10. The data rate at the three measurement 
locations closest to the inner wall was not high enough to 
resolve the flow unsteadiness there. For this reason these lo
cations are devoid of symbols irrespective of the flow char
acteristics. The results in Fig. 10 based on Ue are very similar 
to those shown in Fig. 9 based on u$. However, a noteworthy 
difference between the two figures is the appearance of an 
oscillation with St « 0.5 close to the inner wall at Re = 5900 
and 6330 when St is based on u^. This is not shown in the 
plots of St based on «e. 

From the St plots it is concluded that the flow is similar to, 
but distinct from, the wavy-vortex flow mentioned in the In
troduction. In a wavy-vortex flow the interface location be-
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tween vortex pairs undulates and a corresponding oscillation 
in the time-resolved secondary velocity can be measured at a 
fixed point corresponding to the time averaged interface lo
cation. In the helical coil, w0 near the pipe inner wall oscillates 
in this way but no corresponding oscillations are observed near 
the outer wall. Thus, the unsteadiness observed near the inner 
wall of the coiled pipe is similar to a wavy-vortex flow, however 
the frequency doubling at some locations and for some values 
of Re, and the lack of low-frequency unsteadiness near the 
outer wall, distinguish this flow from a wavy-vortex flow. 
There is currently no explanation for the frequency doubling 
appearing in Figs. 9 and 10. 

Concluding Discussion 
Profiles of the mean and rms for two velocity components, 

and the associated unsteadiness of the flow as characterized 
by its Strouhal number, have been measured along the mid
plane of a helically coiled pipe for conditions spanning the 
laminar and turbulent flow regimes. The spatial dependence 
of the rms measurements is intriguing. The flow unsteadiness 
shown in Figs. 9 and 10 first appears at Re = 5060, while the 
maximum for ue in the core of the flow first appears at Re = 
5480. (The Re was increased incrementally but no measure
ments were taken between Re = 5060 and 5480.) It seems 
reasonable to attribute the rms maximum in the core of the 
flow to the low-frequency non-turbulent flow oscillations de
scribed in relation to Figs. 9 and 10. For Re < 6330, the rms 
is small near the walls. This indicates that coil curvature is 
suppressing turbulent fluctuations that would be produced by 
steep velocity gradients at the walls. For Re > 6330, the in
crease in rms near the walls is attributed to high frequency 
shear-induced turbulent fluctuations indicating that the tur
bulence suppression ability of the coil diminishes with increas
ing Re. The rms maximum in the core persists at high Re and 
seems to level out at approximately 8 percent for ue and 4.5 
percent for u$. We suggest that low frequency unsteadiness of 
the type distinctly observed for 5060 < Re < 6330 continues 
to influence the flow once in the fully turbulent regime, even 
though it is not distinctly observable in the power spectra. 
(This has been the observation of Belaidi et al. (1993) for the 
turbulent flow developing in a 90 deg curved duct of rectan
gular cross-section.) 

The questions remain: What is the origin of the instability 
producing the low frequency unsteadiness observed in a helical 
coil, and what is the mechanism for maintaining it? It is evident 
from Figs. 9 and 10 that the unsteadiness originates in the 
inner half of the pipe cross-section at low Re (Re « 5060), 
and extends beyond the pipe center at higher Re. Figure 1 
shows that the flows returning along the top and bottom of 
the pipe cross-section collide at the midplane of the pipe near 
the inner wall. The merged cross-stream flow jets away from 
the inner wall along the pipe midplane. 

An examination of the velocity profile of this cross-stream 
jet, generated numerically by Goering (1989) in a coil with Re 
= 3580 (De = 800) shows that the jet satisfies Rayleigh's 
inflection point theorem and Fj0rtoft's theorem for possible 
instability (Drazin and Reid, 1981). Clearly, the cross-stream 
jet in a helical coil is not a strictly in viscid parallel flow since 
it entrains fluid while undergoing accelerated and decelerated 
motions sequentially in moving from the inner to the outer 
wall. However, in the core of the flow where we observe the 
maximum in the rms it is reasonable to suggest that the mid
plane jet is unstable, in the sense of a Bickley jet, to a sinuous 
(even) mode (Drazin and Reid, 1981). Coughlin and Marcus 
(1992) also point to the radial jet as the source of instability 
in the Taylor-Couette concentric cylinder geometry for the 
emergence of the wavy-vortex and modulated wavy-vortex 
flows. 

We conclude by noting that other evidence of low frequency 
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oscillations in laminar and turbulent flows through curved 
conduits is to be found in the studies of Chang et al. (1983), 
Arnal et al. (1993), and Belaidi et al. (1993). The geometrical 
configurations investigated by these authors all correspond to 
relatively short bends (90 deg < 6 < 180 deg) of square or 
rectangular cross-section and the range of the parameters ex
plored are similar. Notwithstanding the dissimilarities in the 
bend angle and cross-section shape with respect to our coil, 
the midplane profile for iie measured by Chang et al. (1983) 
at the 6 = 90 deg location for Re = 56,700 in a duct of square 
cross-section with Rc/a = '6.7 displays the same qualitative 
features as the profiles for ue measured here at the highest Re. 
That flow was also calculated by solving finite difference ap
proximations to the three dimensional steady Navier-Stokes 
equations with a two-equation (k-e) model of turbulence. The 
profile predicted for ug did not display the maximum observed 
experimentally in the core of the flow. To capture this effect 
a calculation must account for the low frequency unsteady 
nature of the flow in addition to the high frequency turbulence. 

JFE Data Bank Contribution 
The data shown in Figs. 4 through 10 have been filed with 

the Journal of Fluids Engineering under the title HELICOIL. 
The order of appearance of the data in the file is as shown in 
the plots. The file is self-explanatory and the notation em
ployed is consistent with the paper for ease of use. To access 
this file, see instructions on p. 542 of this issue. 
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Turbulent Swirling Flow in Short 
Cylindrical Chambers 
Turbulent swirling flow in a short closed cylindrical chamber has been measured 
with laser Doppler anemometry. The swirl was generated by a rotating roughened 
disk and measured during steady and transient conditions with a smooth disk. The 
velocity and turbulence fields were found to be strongly dependent on swirl Reynolds 
numbers (in the range 0.3 x 106 < Q,R2/v < 0.6 x 1CP) and on chamber length-
to-diameter ratio (in the range 0.1 < L/D < 0.5). With a roughened disk the flow 
was nearly independent of Reynolds number though still strongly dependent on 
chamber length-to-diameter ratio. 

1 Introduction 
Swirl in the cylinders of spark ignition engines has been 

shown to have important effects on the rate of combustion 
and on engine efficiency. Nagao and Tanaka (1983), for ex
ample, have shown by tests on three spark-ignition engine 
combustion chambers that swirling the fuel-air mixture around 
the piston axis (at up to 5 times engine rpm) can cut burning 
duration in half, allow the engine to operate with leaner mix
tures and significantly improve engine efficiency. As Young 
(1981) has shown, shorter burning periods are generally as
sociated with reduced cycle-to-cycle variations so that increased 
swirl could in principle have a beneficial effect on engine emis
sions. Another effect of swirl, however, is enhanced heat trans
fer to the chamber walls and this could reduce engine efficiency. 
Swirl may also adversely affect the volumetric efficiency. Thus 
it is not surprising that in practice there appears to be an 
optimum swirl intensity in spark-ignition engines. 

A full understanding of the effect of swirl on flame prop
agation and heat transfer in spark-ignition engines would re
quire considerable knowledge of the effect of transient swirl 
on the mean velocity and turbulence distributions. Measure
ment of such quantities in engines is difficult because of rapid 
transients and cycle-to-cycle variations in the presence of com
bustion. A number of workers have therefore studied swirl in 
closed chambers. Dyer (1979), Inoue et al. (1980), and Wah-
iduzzaman (1985) generated transient swirl in closed cylindrical 
chambers by sudden injection of combustible mixture. Inoue 
et al., for example, compared the results of injections at either 
0 or 30 deg to the radial direction. Comparing the second case 
to the first at a given time after injection, the turbulence in
tensity almost doubled and the combustion duration was 
halved. Similar results were observed by Dyer who measured 
the transient velocity, turbulence and temperature fields after 
nearly tangential injection, and also determined combustion 
duration. 

Now at Pratt & Whitney Canada, Longueuil, Quebec. 
Contributed by the Fluids Engineering Division for publication in the JOURNAL 

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
February 16, 1992; revised manuscript received February 8, 1993. Associate 
Technical Editor: J. Humphrey. 

Wahiduzzaman (1985) studied the effect of swirl on the rate 
of heat transfer to the wall of constant-volume cylindrical 
chambers with different length-to-diameter (L/D) ratios. His 
method of swirl generation was similar to that of Dyer. He 
deduced from his measurements that the Nusselt number per
taining to the average surface heat rate is proportional to the 
0.8 power of the swirl Reynolds number based on the half-
radius velocity. He also found that at a given swirl Reynolds 
number the Nusselt number increases as aspect ratio L/D is 
decreased. 

Studies of steady-state swirl in short cylinders are neverthe
less of interest because of what they may reveal about flow 
patterns and the relationship between swirl and turbulence 
generation. This insight is a necessary precursor to full un
derstanding of the transient case. As an example of prior work 
on steady swirl in short cylinders, Daily and Nece (1960) have 
observed the flow between stationary and rotating disks in a 
cylindrical space of L/D between 0.0063 to 0.109. They ob
served three regimes of flow within the chamber depending on 
the disk rotational Reynolds number (UR2/p) and the L/D 
ratios: 

(a) Laminar flow with the boundary layers on the rotor 
and stator merged together; hence core velocity changes 
continuously across the chamber from rotor to stator 

(b) Laminar flow with distinct boundary layers on the rotor 
and stator. Between the boundary layers is a core region 
in which the velocity remains axially invariant. 

(c) Turbulent counterpart of regime (b) 

With L/D equal to 0.1, Daily and Nece observed the tran
sition from regime (a) to (b) at a Reynolds number of about 
200. With further increase in Reynolds number the boundary 
layers became thinner until a critical Reynolds number of about 
4 x 105 at which transition was observed, beginning at the 
top radius and moving inward in such a way that the boundary 
layers again merged. With further increase in Reynolds number 
(above 106) the turbulent boundary layers again became dis
tinct and an identifiable core region of nearly uniform tan
gential velocity was observed between the stationary and 
rotating disks. For the case L/D = 0.1 the ratio of this core 
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velocity to the disk tip velocity was 0.412. Daily and Nece were 
able to calculate the frictional torque coefficients for each of 
these flow regimes but their observations did not include tur
bulence quantities or secondary flow. 

During the burning period in an internal combustion engine 
the combustion chamber L/D is of order 0.1. This means that 
secondary flow in such a chamber plays a very important role 
in turbulence generation and in swirl decay. The secondary 
flow in short cylinders arises because of the imbalance (in the 
boundary layer on the end walls which may be flat) between 
the radial pressure gradient and the radial gradient of the 
centrifugal force pwr/r in which w is the tangential velocity 
in the boundary layer and p is the local density. Between the 
end boundary layers the radial pressure gradient is essentially 
equal to pW /r where W\& the tangential velocity of the bulk 
of the flow between the boundary layers. Because radial and 
axial velocity components are much smaller than W, the radial 
pressure gradient dP/br is essentially independent of z, the 
axial coordinate, and thus in the boundary layer dP/dr > pw2/ 
r and there arises a radially inward acceleration w (dw/dr). 
The result of this is shown typically in Fig. 1 which represents 
calculated velocity vectors in the meridian planes of cylinders 
with L/D equal to 0.1 and 0.2. Here the walls on the top and 
left side of each section are stationary in each case, and only 

one-quarter of the meridian plane is shown. In each case the 
meridian velocity components are much less than W. Never
theless, they have a large effect (particularly for the case L/D 
= 0.1) upon wall friction, swirl decay, and turbulence gener
ation because this secondary flow convects the highly turbulent 
fluid from the outer cylindrical wall across the large end wall 
area. In a previous paper (Riahi, et al., 1990), we have shown 
that the large effect of curvature on turbulent shear stress at 
the circumferential wall and on the nonisotropy of the turbulent 
velocity components are Well accounted for, in various exper
imental results, by the Wilcox and Chambers (1977) method. 
The implication of that work for the understanding of swirling 
flows in short cylinders is that not only secondary flow but also 
streamline curvature must be included in any adequate account 
of the flow field development. 

In summary it appears that while studies of swirling com
bustion in short cylinders reveal strong effects of swirl on both 
combustion rate and heat transfer, there is insufficient pub
lished information on the link between swirl, turbulence and 
these combustion and heat transfer effects. There is first of 
all a need for further data on the effect of swirl on the velocity 
and turbulence fields with no combustion and with steady-
state swirl at those "high" Reynolds numbers in the range of 
practical interest. 

The purpose of this paper is to present the results of an 
experimental study of the swirling velocity and turbulence fields 
in short cylinders under steady-state and transient conditions. 
The steady-state swirl was generated by steady rotation of a 
disk covering one end wall of the chamber. 

2 Experimental Aparatus 

2.1 Swirl Chamber. Figure 2 shows the swirl chamber 
with the thin shaft-driven disk at the left-hand side. The walls 
of the chamber are thick and the shaft is provided with a 
labyrinth seal designed by Pierik (1987) to permit combustion 
of swirling mixtures though only cold flow experiments are 
described in this paper. The chamber diameter is 10.16 cm 
and, as shown, has L/D equal to 0.5. Spacer blocks were 
provided to reduce the length-diameter ratio to 0.3 or 0.1. The 
driving disk is a 0.076 cm thick disk 9.825 cm in diameter and 
driven by a 0.635 cm diameter steel shaft. The disk was driven 
by a DC motor at speeds in the range 200-3000 rpm. 

Shown in Fig. 2 are the two quartz windows mounted on 
the curved side-walls of the chamber to allow entrance and 
exit of laser beams used in velocity measurement. The chamber 
and motor were mounted on a 3-dimensional traversing table 
used to control the focusing point of the laser beams. 

Early experiments showed that a smooth-surface disk pro
vided considerable swirl but relative turbulence intensities (w' / 
W) less than 0.01. To increase the turbulence intensities a thin 
perforated grating with roughness elements of about 1.5 mm 
in average height and average spacing of 0.55 cm was fastened 
to the smooth disk. This raised peak relative turbulence in
tensities to approximately 0.025. It is chiefly the roughened 
disk data that we present in this paper. 

2.2 Diagnostic Instrumentation. The mean velocity and 
turbulence intensity measurements were made with laser Dop-
pler anemometry (LDA) in forward scattering, as described 
by Drain (1972). The system components were manufactured 
by Thermal Systems Incorporated (TSI). A 15 mW He-Ne laser 
(Model No. 9124) was used as the source supplying light at 
632.8 nm wavelength. 

Leaving the source the laser beam passed through a colli
mator (Model No. 9108) and beam splitter (Model No. 9115-
2) which produced two beams of equal intensity 50 mm apart. 
The Bragg cell (Model No. 9180) was used to shift the frequency 
of one of the beams by 40 MHz. The two beams were focused 
to a single point with a lens of 250 mm focal length (Model 
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Rotating Disc 

Fig. 2 Schematic of the cylindrical chamber with rotating disk 

Table 1 Skewness and flatness factors for LDA signal dis
tributions Re = 0.47 X 106 L/D = 1/2 

r/R 

0.069 
0.1379 
0.207 
0.2759 
0.3448 
0.4138 
0.4828 
0.5517 
0.6207 
0.6897 
0.7586 
0.8276 
0.8966 

skewness 

0.03 
0.05 
0.013 
0.0213 
0.0465 
0.034 
0.01 
0.0076 
0.034 
0.0248 

- 0.002 
-0 .04 

0.007 

flatness 

2.86 
3.08 
2.87 
2.9 
2.85 
3.07 
3.06 
3.0 
3.0 
3.15 
3.0 
3.1 
3.15 

flatness factors calculated for flow with a disk Reynolds num
ber of 0.47 x 106. 

For this case McLaughlin and Tiederman (1973) have pro
posed the following averaging procedure was to reduce the 
biasing error. With ve,- being the ;th velocity in a set of N 
determinations the average velocity is given by 

h Ww' 
W = N~Y (1) 

With the average velocity determined, the rms fluctuation 
w' was determined from 

No. 9118). The angle between the two beams was 11.4 deg. 
The ellipsoidal measuring volume was 1.9 mm in the axial 
direction and 0.18 mm in the transverse direction. The fringe 
spacing was 3.19 /xm so that the typical number of stationary 
fringes was 0.18/3.9 x 10~3 = 57. 

The light scattered by particles traversing the measuring 
volume was collected by two lenses of 250 mm focal length 
(Model No. 9140) which focused the collected light on the 0.2 
mm aperture of the light detector. The collected light was 
converted into an electrical analog signal by a photomultiplier 
(Model No. 9160). The output signal from the photomultiplier 
was processed by a counter-type signal processor (Model No. 
1980B) as described by Adrian and Fingerson (1981). 

To minimize the possibility of centrifugal separation of 
seeded particles, water was used instead of air as the working 
fluid. With water, particle seeding was found to be unneces
sary. 

2.3 Data Collection and Processing. Passing from the 
photomultiplier to the counter-type signal processor, the signal 
was filtered by a series of low- and high-pass filters. After 
rejection of erroneous signals, the frequency of a preset number 
of cycles was measured and recorded. The recorded frequency 
was subsequently processed by the FIND software (provided 
by TSI) to extract velocity and other statistical information. 

(a) Steady-State Data Processing. Due to the random na
ture of LDA signals, large collections of data points are ex
pected to have normal distributions, i.e., skewness and flatness 
factors of zero and three, respectively. For steady-state meas
urements, 5000 data points at 13 radial locations were collected. 
If the agreement were close, the data points were stored for 
post processing; otherwise the measurement was repeated until 
satisfactory conditions were attained. A margin of ±5 percent 
from normal distribution for skewness and flatness factors was 
considered acceptable. Table 1 shows typical skewness and 

w = S (w-w)2 

N 
(2) 

For the steady-state measurements, mean velocity deter
mination by the continuous and total burst methods typically 
differed by two percent. Using the continuous method on data 
sets satisfying the skewness and flatness criteria mentioned 
above, the mean velocity determination with and without the 
biasing correction differed by only 0.5 percent. The corre
sponding difference in the rms fluctuations was one percent. 
Though the total burst method is the most accurate method 
of measurement (after biasing correction), it reduces the data 
rate. In steady-state measurement, this is of no concern. How
ever in transient measurements reduced data rate can be det
rimental. For this reason the total burst mode of analysis was 
not adopted, and an inherent error of two percent was attrib
uted to the velocity measurements. Appendix A gives the 
method and result of the uncertainty analysis. 

(b) Transient Data Processing. For the measurements of 
transient swirl, data were collected at seven radial locations. 
At each location, ten batches of 5000 data points were col
lected. The mean velocity and turbulence intensity decay were 
then obtained by the following procedure. 

The transient data collection was initiated by switching off 
the motor. Post processing of the data revealed a slow decay 
of bulk velocity during the first 100 ms followed by a much 
faster decay in the case of L/D = 1/2. This observation in
dicated that the disk does not come to rest instantaneously due 
to the inertia of the DC motor shaft. Hence, it was decided 
to ignore the data in the first 100 ms after the- motor was 
switched off. 

The best mean velocity curve for each of the ten data files, 
at each of the seven locations, was determined over a time 
span of 100 to 600 ms after the motor had been switched off. 
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The exponential curve of the form we(t) = exp(a + bt + ct2 

+ dtl) was found to provide a good fit to the raw data. 
The total time span was then divided into 20 equal 25 ms 

time windows and the mean velocity at the mid-point of each 
window was obtained (wei). The rms velocity (wrms) at these 
mid-points (for each of the 10 data files) were then calculated 
by the following equation: 

J l N 

^ 2 (w'"-w«-)2 

where N corresponds to the total number of data points in the 
Arth time window interval. 

The mid-point mean and rms velocities for each window 
were then ensemble-averaged over the m data files, using the 
following equations: 

(w) ens k = » 2 w^ 
; = i 

(w„ 2 (Wrms) rms / kj 
; = i 

These are the ensemble-averaged mean and rms velocities at 
the mid-point of the kth window; m is the total number of 
data files per location (10 in the present case). 

3 Experimental Results and Analyses 

3.1 Steady-State Results. Riahi (1990) has reported in 
tabular form the experimental measurements of relative tan
gential velocity and relative turbulence intensity for the swirl
ing flow generated by the smooth disk. For 2 of these cases 
(L/D = 1/2, 1/10) the data are plotted in Figs. 3 and 4 to 
show the typical effects of L/D and Reynolds number defined 
as 

QR1 

Re = -

in which R is the radius of the rotating disk (very nearly equal 
to the cylinder radius) fi is the rotational speed, and v is the 
kinematic viscosity (1.48 x 10-7 m2/s for water). The disk 
rotation speeds were 1180, 1700, and 2090 rpm and all of these 
measurements were made at the mid-plane of the chamber. 
Figure 3 indicates that the velocity field approaches Reynolds-
number independence only at the highest Reynolds number. 
In contrast the relative turbulence intensity appears, within 
experimental uncertainty, to be approximately independent of 
Reynolds number. 

From Figures 3 and 4 we can see that— 
(a) The maximum mid-plane mean tangential velocity for 

a given aspect ratio L/D occurred at the highest disk rotational 
speed. However, from Fig. 3 we see that the maximum velocity 
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is substantially greater with the lowest L/D. The maximum 
mid-plane tangential velocity at r/R = 0.9 varies with L/D at 
the same Reynolds number. This effect was also observed by 
Daily and Nece; at low L/D the slowing down effect of the 
chamber walls is low. For the case L/D = 1/10 and approx
imating the inner part of the swirl as solid body rotation, Daily 
and Nece (1960) reported that the ratio of core angular velocity 
/3 to rotor angular velocity 0 in the chamber with L/D = 0.1 
at Re = 4.4 x 106 was 0.412. The corresponding ratio in the 
chamber with L/D = 0.1 at Re = 0.61 x 106 in the present 
investigation is 0.4. Though the Daily and Nece result pertains 
to a higher Reynolds number flow, direct comparison is ap
plicable since our velocity profiles tend to be Reynolds-number 
independent. The Daily and Nece results (which also pertain 
to a smooth disk) suggest that the flow in the chamber with 
L/D = 0.1 becomes fully turbulent at Re = 0.5 x 106. 

(b) The turbulence intensity is apparently fairly uniform 
near the center of the chamber and much larger near the outer 
wall where turbulence is generated in a region of high shear 
and enhanced by the effect of streamline curvature. In the 
central region of the flow where the rotation is close to solid 
body and thus nearly strain-free, one would expect little tur
bulence generation. In contrast near the outer wall the radial 
gradient of angular momentum is negative so the flow is un
stable and high turbulence generation can be expected. 

(c) The turbulence intensity level was small; the maximum 
intensity was 0.85 percent of the disk tip speed. To increase 
the turbulence intensity the impeller disk surface was uniformly 
roughened by fastening to it a thin grating with sharp roughness 
elements of height approximately 1.5 mm. These elements were 
arranged in a square grid with spacing 0.55 cm. As shown in 
Part II of this paper the roughness height can be quantified 
in terms of equivalent sound grain roughness (as defined by 
Schlichting) of 1.5 mm. 

Figure 5 shows a close approach to Reynolds-number in
dependence of the mean velocity field and a close approach 
to solid body rotation for the case L/D = 1/10. 

Figure 6 shows that the roughened disk produces much higher 
turbulence intensity than the smooth disk. There is still the 
tendency for the turbulence intensity to be uniform in the 
central part of the chamber and considerably larger toward 
the outer curved boundary. 

As explained in the introduction, an interesting feature of 
the swirling flow in closed chambers is that little or no axial 
variation of mean velocity is to be expected except in thin 
regions near the boundaries. Figure 7 shows the axial profile 
of mean tangential velocity for the cases of L/D = 1/2 and 
L/D = 1/10. Clearly the axial variation is negligible in both 
cases. (This is consistent with the measurements of Dyer, of 
Wahiduzzaman, and of Daily and Nece.) 
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3.2 Transient Measurements. In this section the velocity 
and turbulence intensity measurements pertaining to the de
caying flow field in chambers with aspect ratio equal to 1/2 
and 1/10 are presented. In each case, the steady-state flow 
field was first generated by a roughened impeller disk while 
the mean tangential velocity at each measuring point was being 
monitored in real time. Once the previously measured steady-
state velocity was attained, the disk rotation was stopped and 
the decay was observed. By short-circuiting the motor, the disk 
could be stopped in considerably less than 100 ms. The data 
were collected over a time span of 600 ms after the motor was 
switched off. However, the averaging process (explained in 
section 3.3) was only applied to the collected data in the time 
span of 100 to 600 ms i.e., the data in the first 100 ms were 
neglected. This insured that the actual decay rate was only 
measured after the disk had completely come to rest. 

Figures 8 and 9 show the variation of mean velocity with 
radius for L/D = 1/2 and L/D = 1/10 at different times 
using the averaging procedure outlined above. It can be seen 

that in the case of L/D = 1/10, the decay takes place much 
more quickly than with L/D = 1/2. It should be noted however 
that in the interval 0-100 ms the disk inertia effects in the case 
of L/D = 1/2 are significant. In each case W signifies the 
disk tip velocity at t = 0. 

Figures 10 and 11 show the decay of turbulence intensity in 
chambers of L/D = 1/2 and 1/10, respectively. The turbulence 
appears to decay appreciably faster in the short chamber; this 
is associated with faster reduction of mean velocity and reduced 
rates of turbulence generation near the wall. As L/D is reduced 
there is an increase in wall surface area per unit volume, and 
secondary flow is increasingly important. Both of these factors 
will affect the friction torque per unit mass of fluid and the 
rate of turbulence generation. 

4 Conclusions 
The mean velocity and turbulence intensity characteristics 

pertinent to swirling flow generated by a rotating disk inside 
a closed cylindrical chamber with different length-to-diameter 
ratios (0.1 < L/D < 0.5) were investigated in the present 
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study. The steady-state mean velocities in swirling flow were 
measured by the Laser Doppler Anemometer with an estimated 
error of about 4 percent. Steady-state and transient mean ve
locities and turbulence intensities were shown to be repeatable 
within this range. The following conclusions were drawn: 

(/) A steady-state nearly solid-body type of rotation was 
generated by both smooth and roughened impeller disks in 
chambers of 0.1 < L/D < 0.5. 

(//) The steady-state mean swirl velocity and turbulence 
intensity distributions are a strong function of chamber length-
to-diameter (L/D) ratios. The mean bulk velocity increases 
with decreasing L/D ratio. 

(///) The mean tangential velocity distribution is Reynolds-
number independent at high Reynolds numbers. The lower 
limit at which flow conditions appear to be independent of 
Reynolds number is a function of chamber L/D ratio and 
turbulence intensity distribution. At low levels of turbulence 
intensity, Reynolds-number independency appears to have been 
attained in the chamber of L/D = 1/10 at Re = 0.61 x 106. 
At high levels of turbulence intensity (with the roughened disk), 
Reynolds number independency was apparent at all chamber 
L/D ratios (0.1 < L/D < 0.5). 

(iv) The present study appears consistent with the Daily 
and Nece (1960) observation of the existence of two types of 
flow regimes generated by a rotating disk inside a closed cham
ber (transitional and fully turbulent flow). However, the pres
ent study suggests that by roughening the disk, only one flow 
regime will prevail in the Reynolds number and L/D ranges 
investigated. This regime is fully turbulent flow with separate 
boundary layers on rotor and stator. 

(v) With flows generated by a roughened disk, the bound
ary layers on both rotor and stator are thin. Hence, the bulk 
flow is uniform across the chamber (no axial variation) except 
near the boundaries. 

(vi) The rate of decay of mean tangential velocity and tur
bulence intensity is a strong function of chamber L/D ratio. 
The peak velocity decayed by as much as 33 percent in the 
first 50 ms in the chamber with L/D = 1/10, whereas with 
L/D = 1/2 33 percent velocity decay required 200 ms. Tur
bulence intensity decayed rapidly in the first 100 ms after which 
it reached a quasi-steady condition in the chamber with L/D 
= 1/10, whereas the maximum decay with L/D = l/2occurred 
between 300 and 400 ms. 

(vii) The faster decay rate of mean velocity and turbulence 

intensity in the shortest chamber (L/D = 1/10) can be at
tributed to the presence of strong secondary flows as well as 
to the increase in chamber surface-area-to-volume ratio. The 
secondary flows give rise to a thin boundary layer on the curved 
wall of the chamber, which results in higher shear stress and 
wall heat fluxes. 

A P P E N D I X A 

Error Estimation 
In assessing the absolute uncertainty of the average velocity 

determinations, we note first of all that absolute rpm of the 
disk, driven by a small variable speed motor, tended to drift 
by a maximum of 140 rpm (or 6 percent of the maximum 
speed). These fluctuations were of low frequency and were 
caused by small changes in loading on the motor due to the 
frictional torque between the shaft and water seal. The mean 
velocity data are reported in dimensionless form w/W,ip where 
Wlip is the disk tip speed measured at the time the swirl velocity 
measurements were made. We assume the small variation in 
Reynolds number due to tip speed fluctuation in the above 
range did not significantly affect the measured velocities. 

The errors arising in the LDA signal processing can be con
sidered by writing the velocity determination as 

w= \fi-f,\d, (3) 
in which fd is the Doppler frequency, fs is the shift frequency, 
and df is the fringe spacing. We estimate the error in the shift 
frequency to be 0.2 percent. This was measured by focusing 
the measurement volume on a stationary surface and measuring 
the signal frequency. This frequency should be equal to the 
pre-set shift frequency. Wahiduzzaman (1985) estimated the 
error in the Doppler frequency to be 0.25 percent. We estimate 
the error in the calculated fringe spacing to be two percent. 

Using the method of Kline and McClintock (1953) we can 
write that the relative error in the velocity determination from 
these (assumed independent) error sources can be written 

ff"= J S 
dw 

% • 

in which £,• is the /th independent variable and a{. is its relative 
error. Applying this to Eq. (3) we have 

Afd + AfsY , (Adf\
2 

fd—fs df') 
(4) 

For a typical velocity of 5 m/s the Doppler frequency is 1.56 
MHz, the shift frequency is 1 MHz and fringe spacing is 3.19 
/tm and we can calculate 

1.56(.0025) +0.002 
1.56-1 

+ (0.02)2 = 2.2 percent 

Based on the foregoing error analyses, a maximum error of 
4.2 percent can be estimated for the dimensionless velocity 
data reported in the present paper. 

References 
Adrian, R. J., and Earley, W. L., 1975, "Evaluation of LDV Performance 

Using Mie Scattering Theory," Proc. of the Minnesota Symp. on Laser Ane-
mometry, pp. 426-454. 

Daily, J. W., and Nece, R. E., 1960, "Chamber Dimension Effects on Induced 
Flow and Frictional Resistance of Closed Rotating Disc," ASME Journal of 
Basic Engineering, pp. 217-229. 

Drain, L. E., 1972, The Laser Doppler Technique, Wiley. 
Dyer, T. M., 1979, "Characterization of One and Two-Dimensional Ho-

450 / Vol. 115, SEPTEMBER 1993 Transactions of the ASME 
Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



mogeneous Combustion Phenomena in a Constant-Volume Bomb," SAE Paper 
No. 790353, Vol. 88, pp. 1196-1216. 

Inoue, T., Nakanishi, K., Noguchi, H., and Iguchi, S., 1980, "The Role of 
Swirl and Squish in Combustion of SI Engine," VDIBerichle No. 370, pp. 181-
188. 

Kline, S. J., and McClintock, F. A., 1953, "Describing Uncertainties in Single 
Sample Experiments," Mechanical Engineering, Vol. 75, pp. 3-8. 

McLaughlin, D. K., and Tiederman, W. K., 1973, "Biasing Correction for 
Individual Realization of Laser Anemometer Measurements in Turbulent Flows," 
Physics of Fluids, Vol. 16, pp. 2082-2088. 

Nagao, A., and Tanaka, K., 1983, "The Effect of Swirl Control on Com
bustion Improvement of Spark Ignition Engines," Proceedings I. MechE Con
ference on Combustion in Engineering, Oxford. 

Pierik, R. J., 1987, "Swirling Combustion of Premixed Gaseous Reactants 
in a Short Cylindrical Chamber," M.A.Sc. thesis, University of British Colum
bia. 

Rilahi, A., 1990, "Turbulent Swirling Flow in Short Cylindrical Chambers," 
Ph.D. thesis, University of British Columbia. 

Riahi, A., Salcudean, M., and Hill, P. G., 1990, "Computer Simulation of 
Turbulent Swirling Flows," International Journal for Numerical Methods in 
Engineering, Vol. 29, pp. 533-557. 

Riahi, A., and Hill, P. G., 1992, "Turbulent Swirling Flow in Short Cylin
ders," Report 92-01 Alternative Fuels Laboratory, Department of Mechanical 
Engineering, University of British Columbia, Vancouver, B.C., Canada, May 
1. 

Young, Michael B., 1981, "Cyclic Dispersion in the Homogeneous-Charge 
Spark-Ignition Engine—A Literature Survey," SAE Paper No. 810020. 

Wahiduzzaman, S., 1985, "A Study of Heat Transfer Due to a Decaying 
Swirling Flow in a Cylinder with Closed Ends," Ph.D. thesis, Purdue University. 

Wilcox, D. C , and Chambers, T. L., 1977, "Streamline Curvature Effects 
on Turbulent Boundary Layers," American Institute of Aeronautics and Astro
nautics Journal, Vol. 15, No. 4, pp. 574-580. 

As the 

proceedings 

of the First 

international 

Conference on inverse 

Problems in Engineering, the 

forty-eight papers in this volume 

address a research area with a broad 

I N V E R S E P R O B L E M S 
IN E N G I N E E R I N G : 

Theory and Practice 

• List Price S45.00 
» ASMK Member Price S36.0O 
• Order Number 100357 
• ISBN NO. 0-7918-0694-4 
• 8.5" x li", 48 papers, 376 pp. 

practical application: inverse ill-posed. 
Optimum Design and Parameter Estimation 
Problems in Engineering. With authors that are spe
cialists from mathematics, applied solid and fluid me
chanics, heat transfer, and materials processing, the papers 
offer a diverse and broad range of deterministic and statistical 
mathematical, compuiational, and experimental approaches that can 
be applied to the solution of general inverse and design problems. 

To Order, Phone Toll Free (800) THE ASMM, cxt. 475. 
international: (201) 882 l 167, cxt. 475. Fax: (201) 882 1717. 
Addres s : ASMH, Dept. G75, 22 l.aw Drive, Box 2300, Fairfield, NJ 07007-2300. 

Journal of Fluids Engineering SEPTEMBER 1993, Vol. 115 / 451 
Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



I. Sahin 
Western Michigan University, 

Mechanical and Aeronautical 
Engineering Department, 

Kalamazoo, Ml 

J. Crane 

K. Watson 

Naval Surface Warfare Center, 
Dahlgren Division, 

Coastal Systems Station, 
Panama City, FL 

Added Mass Coefficients for 
Submerged Bodies by a Low-
Order Panel Method 
The added mass coefficients for two and three-dimensional submerged bodies were 
calculated using a low-order panel code. The source and dipole strengths, and the 
panel surface area for each panel, were used to compute the integrals needed for 
added mass in all six degrees of motions. Several applications of this method were 
used in comparing the results with the theoretical, when available, experimental or 
other numerical results. The method was found to be successful in predicting the 
added mass coefficients using relatively low numbers of panels. 

Introduction 
Low-order panel methods where the singularity strengths 

are constant on each panel have been used successfully (Sahin 
et al., 1990) in predicting hydrodynamic force and moment 
coefficients of underwater vehicles. In addition to these coef
ficients, another important set of parameters in formulating 
the equation of motion of a body in a fluid is the added mass 
and the added moment of inertia of the body undergoing 
maneuvers. While the effects of the added mass and the added 
moment of inertia are routinely neglected in predicting the 
motion of aircraft, they are extremely important to the motion 
of underwater vehicles. The added mass and the added moment 
of inertia are viewed as the mass and the moment of inertia 
of the fluid moving with the body while the body is in motion. 
The details for the derivation of the added mass and the added 
moment of inertia can be found in Newman (1977) or Kochin 
et al. (1964). The added mass tensor is defined as: 

" S I . dn 
dSi,j=l,2, (1) 

where p is the fluid density, <$> is the velocity potential, n is the 
outward normal direction, S is the area and m^ is the added 
mass (or moment of inertia) in the ./'-direction corresponding 
to a motion in /-direction. The indices 1 through 3 correspond 
to linear motions in x, y, and z directions (surge, sway, and 
heave), and the indices 4 through 6 correspond to rotations 
about the x, y, and z-axes (roll, pitch, and yaw). It can be 
easily shown that the added mass coefficients are symmetric, 
i.e., mji = m,j. Therefore, for a general body there are twenty-
one independent, nonzero added mass coefficients. If the body 
is symmetrical with respect to one or more axes of symmetry, 
this number is reduced substantially. 

In low-order formulations the velocity potentials are the 
doublet values, p., on each surface panel, and in the absence 
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of surface blowing or suction, the normal derivatives of the 
potential are the source strengths, a. Therefore, the added mass 
contribution of each panel is simply the product of dipole 
strength, <j> (or fi), the normal velocity d<f>/dn (or a), and the 
panel area. The summation of this product on all panels of 
the geometry gives the added mass or the added moment of 
inertia as in Eq. (1) for the specified motion of the body. 
PMARC (Ashby et al., 1988), a publicly available code, was 
modified accordingly to accommodate the added mass cal
culations for the total configuration as well as specific com
ponents. 

PMARC was then applied to predicting the added masses 
and the moments of inertia of several two and three-dimen
sional shapes. Two-dimensional applications include the cir
cular cylinder and the elliptical cylinder, the circular cylinder 
with vertical fins, and a Lewis form cylinder. Three-dimen
sional applications include spheroids with different length/ 
diameter (l/d) ratios and a Lewis-form submersible. All two-
dimensional applications and the spheroid have exact (ana
lytical) solutions. The versatility of this method is that it can 
easily be applied for arbitrary bodies with very small effort. 

Two-Dimensional Bodies 
In order to simulate the flow around a two-dimensional body 

with PMARC, the geometry of a high-aspect ratio body was 
modeled. The coordinate system used in PMARC has the x-
a'xis aligned with the free-stream, j>-axis is in the lateral direc
tion and the z is the vertical axis, positive upwards. In all two-
dimensional applications the cross-sections were located at the 
xz-plane. Therefore, when modeling two-dimensional modes, 
the forward motion (surge) represented the lateral 2-D mode, 
the heave (in z-direction) represented the vertical mode, and 
the pitch in PMARC (3-D) represented the only possible 2-D 
rotation. As expected, the results were sensitive to the aspect 
ratio, defined by the ratio of a characteristic length in the xz-
plane to a characteristic length in the /-direction. 
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Circular Cylinder. A unit-radius circular cylinder was 
modeled for different l/R ratios. The analytical solution for 
the added mass was available through conformal mapping. 
Because of the symmetry with respect to centroidal axes, the 
rotational added mass was zero and the linear added masses 
(per unit length) in surge and heave were equal, i.e., W22 = 
m33 = -wpR2, where R was the radius of the cylinder. The 
cylinder was represented by Nch panels around the circumfer
ence and Nsp panels in spanwise direction. Based on our pre
vious experience with the cylinders (Sahin et al., 1990), 
distribution of circumferential panels were adjusted such that 
the leading edge was a corner instead of a vertical panel. It 
was also determined that the use of an end patch had negligible 
effect on the results, therefore, the end patches were omitted 
from the paneled geometry. In order to represent a two-di
mensional phenomenon with a three-dimensional geometry, a 
very high aspect ratio (in this case, l/R) was necessary. This 
was found to be true since results were strongly dependent on 
the l/R rather than the panel densities in the chordwise and 
spanwise directions (Nch and Nsp). Several panel sensitivity 
studies using quadrisection series (where the number of cir
cumferential and spanwise panels are doubled) indicated that 
the results did not change considerably with the number of 
panels beyond a reasonable number of panels in both direc
tions. The results shown in Table 1 were computed by using 
sixteen chordwise (circumferential) and four spanwise panels, 
per unit spanwise length. Another representation of the results, 
in order to emphasize three-dimensionality, was to calculate 
added mass contributions from the center panels. In Table 1, 
results from the total panels and from the half cylinder were 
illustrated. As expected, the center panel results converged to 
the exact solution faster than using all panels. 

Elliptical Cylinder. In a manner similar to that of a circular 
cylinder, an elliptical cylinder with a large aspect ratio was 
modeled. The analytical results for the linear added masses 
are: m22 = itpb2 for the horizontal motion, and « 3 3 = irpa2 

for the vertical motion. The only rotational added moment of 
inertia is for the pitch, and it is given by mss = irp(a2-b2)2/ 
8. In these expressions the added mass coefficients are per unit 
length of the elliptical cylinder, and a and b are the semi-major 
and the semi-minor axes in the x-and z-directions, respectively. 

The geometry modeling for the elliptical cylinder was done 
for a 2:1 ellipse of major and minor axes 2a = 4, 2b = 2. 
The free-stream was in the direction of the major axis, x. As 
in the circular cylinder case, results for the added mass were 

Table 1 Nondimensional added mass for a unit radius 
cylinder 

found to be fairly insensitive to the number of circumferential 
(in the xz-plane) and spanwise (in the .y-direction) panels. Con
vergence was influenced substantially by the length of the cyl
inder as higher values yield better approximation to the two-
dimensional theory. 

The added mass computations for the horizontal, vertical, 
and rotational motions were shown in Table 2. In general, 
results converged to the theoretical value in a consistent fash
ion. The behavior of the convergence was somewhat different 
from the circular cylinder case. This was due to the fact for 
each motion there is a favorable distribution of panels in that 
direction. For example, in horizontal motion the full-cosine 
distribution in paneling (where a higher number of panels were 
used near the ends) would yield better results. However, in 
order to facilitate a uniform comparison, the panel spacings 
in all directions were kept equal. The correlation for the ro
tational added mass appears to be the worst among the three 
modes. This can be attributed to the paneling scheme and 
results could be improved by using more favorable panel dis
tributions, such as cosine spacing in appropriate directions, 
for each mode. 

Lewis-Form Cylinder. In this study the two-dimensional 
added mass coefficients for a Lewis-form body are investigated 
using a cylinder with a Lewis-form cross-section. Lewis-forms 
are parametrically generated bodies, first suggested by Lewis 
(1928). The details of the geometry for the Lewis forms also 
appear in Landweber and Macagno (1967) and von Kerczek 
(1969). The three-dimensional added mass results for a sub
marine with Lewis-form cross-sections will be presented later. 

Lewis forms are generated by rounding the corners for a 
rectangular shape with circular arcs. The linear added masses 
per unit length for the horizontal motion (in .y-direction), and 
the vertical motion (in ^-direction) are: my = CypirH2/4, and 
mz = CzpirB2/4, respectively, where B is the width, and H is 
the height. The coefficients Cy and Cz can be calculated by 
using conformal mapping as in previous cases. One such cal
culation can be found in Wald (1969) showing the variation 
of these coefficients as a function of B/H ratio and the area 
coefficient Cs = S/BH where S is the cross-sectional area. In 
Table 3, the results for Cy and Q calculations are compared 
with the exact values from Wald (1969). As in the previous 
two-dimensional cases, the relevant parameter appears to be 
the length (/) of the cylinder, higher values of / giving better 
correlation with the exact solution. In these computations, the 
number of circumferential panels was 28, and the length of 
spanwise panels was kept uniform by increasing the number 

Table 3 Added mass coefficients for a Lewis-form cylinder 

(B = 50,H=15, Ct = 0.95) 
l/R 
2.5 

5 
10 
20 
40 

Using all panels Using center panels 
2.375 
2.968 
3.049 
3.093 
3.118 

2.984 
3.096 
3.127 
3.135 
3.140 

Exact solution: ir = 3.14159. 

l/B 
1 
2 
4 
8 

Exact solution 

1.279 
1.376 
1.432 
1.460 
1.462 

Cz 

0.880 
1.000 
1.070 
1.104 
1.110 

Table 2 Nondimensional added masses for an elliptical cylinder 

(2a = 4, 26 = 2) 
Heave added mass 

m22/pa1 
Surge added mass 

m3}/pb2 
Rotational added mass 

m55/p(a2-b2)2/8 
Center 
panels 

l/b 

10 3.020 
20 3.106 
40 3.118 

Exact solutions: ir = 

All 
panels 

2.809 
2.969 
3.103 

= 3.14159 for all 

Center 
panels 

3.118 
3.170 
3.148 

. cases. 

All 
panels 

2.950 
3.065 
3.131 

Center 
panels 

3.026 
3.099 
3.104 

All 
panels 

2.933 
3.050 
3.027 
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Table 4 Nondimensional added mass for a flat plate 

(t/B = 0.01, a = B/2) 
l/B 
5 
10 
20 

Using all panels 
2.970 
3.040 
3.093 

Using center panels 
3.070 
3.100 
3.127 

Exact solution: w = 3.14159. 

Table 6 Nondimensional added mass for a unit-radius sphere 
Number of panels 

126 
264 
864 

m33' = mn/pa 
1-.909 
2.048 
2.088 

Exact solution: 2ir/3 = 2.094. 

Table 5 Nondimensional added masses for a cylinder with 
vertical fins 

l/a 
5 

10 
20 
40 
Exact solution 

m22' 
4.959 
5.279 
5.453 
5.543 
5.323 

m33 

2.762 
2.920 
3.003 
3.046 
3.142 

m55 

1.058 
1.076 
1.077 
1.080 
1.066 

of spanwise panels proportionately with increasing /. As in 
other two-dimensional applications, the predictions of added 
mass coefficients by PMARC are considered good. 

Flat Plate. The analytical result of the only nonzero added 
mass for a thin flat plate is given as m33 = pira2 where a is 
the half-width of the plate (Newman, 1977). In studying this 
case some modifications were necessary. Flat (Neumann-type) 
panels in PMARC could not be used since they would yield 
zero source strengths. Therefore, instead of a flat plate with 
zero thickness, a thin plate with a small thickness/chord ratio 
(1 percent) was modeled. The corners were rounded by using 
a Lewis form of Cs = 0.9995, B = 2a = 10, and H = 0.1 
units; for these values the radius of curvature for the corners 
was calculated to be 0.015 units. 

Added mass calculations are shown in Table 4 as a function 
of aspect ratio (width/length). As can be seen from this table, 
the correlation between the exact solution and the computed 
results improved with increasing aspect ratios. As in previous 
two-dimensional applications, the added mass calculated by 
using the center panels instead of total panels improved the 
convergence of the results. 

Cylinder With Vertical Fins. As the last two-dimensional 
application, a circular cylinder with two vertical fins was stud
ied. This was of significance because of the existence of similar 
fins in underwater vehicles. The exact solutions for the linear 
added masses in horizontal and vertical motions are m22 = ftp 
[a2+ (b2-a2)2/b2], and m33 = irpa2, respectively, where a is 
the radius of the circle and b is the distance from the center 
of the circle to the tip of the fin. The rotational added mass 
coefficient could be found in Nielsen (1988) as 

m5S = (Trpb4/8)l[(l +R2)han-[(l/R)]2 + 2R(l -R2)(R4 

- 6R2 + l)tan" \\/R) - TT2J?4 + R2(\ R2)2} (2) 
where R = a/b was the ratio indicating the relative size of the 
fins with respect to the radius of the cylinder. PMARC mod
eling for this geometry included vertical extension with a small 
thickness. It was determined that the reducing the thicknesses 
of the fins improved the correlation with the theoretical results. 
The results were computed by using fin thickness of 1 percent 
of the cylinder radius. 

Consistent with the other two-dimensional applications, the 
results depended strongly on the length of the cylinder formed. 
The values chosen for the comparisons were for a cylinder of 
unit radius (a = 1), and the fins with the span of 0.5 units 
(b = 1.5). The number of circumferential panels was kept at 
28 and the width of the spanwise panels was kept at unit length. 
Comparisons of the linear and rotational added mass coeffi
cients from PMARC with the exact solutions were presented 
in Table 5 in terms of m22 = m22/p[a2+ (b2- a2)2/b2\, m33 

- m33/pa2, and ms5' similarly defined from the Eq. (2). Be

cause of the sharp corners in this configuration, some care was 
required in paneling for different types of motions. For ex
ample, the rotational motion results are influenced by the 
number of panels at the fin tip, while the horizontal motion 
results are improved by increasing the number of panels at the 
vertical portion of the fins. The results for the vertical motion 
improved by increased values of /. It appeared that correlations 
with the exact solutions could be improved by adjusting the 
panel distributions in the preferred directions for a mode of 
interest. As expected, the correlations improved with b/a val
ues approaching 1. Overall, the correlation of the results with 
the exact solutions is satisfactory. 

Three-Dimensional Bodies. Theoretical calculations of the 
added masses for three-dimensional bodies are understandably 
more difficult than the two-dimensional case. The exact so
lutions were confined to bodies expressed in closed form. These 
are sphere, ellipsoid, and the special case of the ellipsoid with 
circular cross section: the spheroid. In the following sections, 
the added mass results for a sphere, spheroids with different 
length/diameter ratios, and a submerged body with Lewis-
form cross-sections are presented. 

Sphere. One of the simplest three-dimensional bodies for 
the added mass analysis is the sphere. Because of the symmetry 
with respect to all three centroidal axes, all rotational added 
masses are zero, and the analytical solution for the added mass 
in linear motion (in any direction) becomes: mn = m22 

= m33 = 27rpff3/3, where a is the radius of the sphere. In other 
words, the added mass of the sphere is half the displaced mass. 
The details of this derivation could be found in Lamb (1945). 

The added mass for a sphere by using several numbers of 
panels are shown in Table 6 with the exact solution. Results 
show that convergence to the exact solution can be improved 
by increasing the number of panels. As in previous cases, the 
panel distribution in the free-stream direction was adjusted 
such that the leading edge was a corner. A full-cosine panel 
distribution in the free-stream direction was used, and the 
circumferential panels were equally spaced. Prediction of the 
added mass coefficient for a sphere by using PMARC is good. 

Spheroid. PMARC was applied to a spheroid with maxi
mum cross-section of a circle with the radius b. The streamline 
profile of the spheroid was of an ellipse of semi-axes a and b, 
and the slenderness ratio a/b was also the length/diameter 
ratio l/D. The symmetry with respect to the centroidal axis of 
a cross-section (yz-plane) dictated that the non-zero added mass 
coefficients are the longitudinal added mass mn, the lateral 
added mass m22 = m33, and the rotational added mass m5S = 
m66. The exact solutions for the added masses are: 

r»n=-2«Pab2
2_ uo2 A° 

4 - 2 
m22 = m33 = - irpab 

Bn 

-B„ 

4 TTpab2(b2-a2)2(Co-A0) 
m,5~m6b" 15 2(b2-a2)+ (C0-A0)(a

2+ b2) 

(3) 

(4) 

(5) 

where quantities A0, B0, C0 were given by the following equa
tions: 
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•J* 

dt 

B0 = C0=p 

0 p2+l)(l + 0 V(P2 + 0 
dt 

(1 + 0 2 V p 2 + r 

(6) 

(7) 

and/? is the l/d (or a/b) ratio. The nondimensionalized added 
masses become: 

m. 
/** = 

irpab 
3 

M7 = Mj = " 

W55 

OT22 

-irpab 

•wpab2(a2 + b2) 

(8) 

15 

For spheroids of l/D = 5, 10, and 15 PMARC predictions 
and the analytical results for the nondimensional added masses 
were shown in Tables 7, 8, and 9. For the forward motion, 
the effects of spanwise and chordwise number of panels are 
included separately while the lateral and rotational motions 

Table 7 Nondimensional added mass for a spheroid in for
ward motion 

l/D =5 

Ncl, Nsn Ko ¥•> •10z 

l/D=\0 
KY-102 

//D=15 

ft. • 102 

16 
16 
16 

10 
20 
40 
10 
20 
40 
10 
20 
40 

Exact solution 

40 
80 
160 
80 
160 
320 
160 
320 
640 

5.2235 
5.0530 
4.9810 
5.9745 
5.7760 
5.6940 
6.1719 
5.9665 
5.8819 
5.9121 

1.8311 
1.7767 
1.7446 
2.1048 
2.0411 
2.0044 
2.1772 
2.1109 
2.0732 
2.0706 

0.9409 
0.9204 
0.9093 
1.0836 
1.0598 
1.0472 
1.1215 
1.0967 
1.0839 
1.0865 

Table 8 Nondimensional added mass for a spheroid 
motion 

Kh KP 

4 10 
8 20 

16 40 
Exact solution 

^notal 

40 
160 
640 

1 

Table 9 Nondimensional 
rotation 

NCh Kp 

4 10 
8 20 

16 40 
Exact solution 

^lota l 

40 
160 
640 

l/D = 5 

fly 

0.8678 
0.8870 
0.8922 
0.8943 

added 

l/D = 5 

jXyy 

0.6768 
0.6954 
0.6972 
0.7099 

l/D =10 

Hy 

0.9259 
0.9506 
0.9564 
0.9602 

mass for a 

l/D =10 

fiyy 

0.8067 
0.8600 
0.8764 
0.8835 

in lateral 

l/D =15 

0.9419 
0.9688 
0.9743 
0.9787 

spheroid in 

//£>=15 

[Xyy 

0.8423 
0.9074 
0.9278 
0.9371 

the quadrisection results are presented by doubling the number 
of panels in both directions. In general, the increase in the 
total number of panels improved the agreement between the 
theory and the computation. As can be seen from these results, 
the prediction of added mass coefficients is satisfactory. 

Lewis-Form Submerged Body. The last case for PMARC 
prediction of added mass was for a submerged body of Lewis-
form cross sections. The characteristics of a Lewis-form shape 
were discussed earlier. The submerged body has the length to 
width ratio (l/B) of 2.74, width to height ratio (B/H) of 2.37, 
and a parallel mid-body of about 62 percent of the body length. 
Comparison of the added mass prediction with PMARC, the 
strip-theory results, and the theoretical results for two equiv
alent ellipsoids (based on the moment of inertias and the equiv
alent /, B, H values) are shown in Table 10. The axial added 
mass for the strip theory was zero. Total number of panels 
used in PMARC was 1080, using full cosine spacing along in 
the axial direction and equal spacing along the circumferential 
direction. The sign difference between the different values was 
the result of different conventions. The linear motion added 
masses are nondimensionalized by p I3, and the rotational 
added masses are nondimensionalized by p I5. 

The results shown in Table 10 did not appear to correlate 
well among each other. This was because comparisons were 
based on very different methods. In strip theory the two-di
mensional coefficients are used with empirical correlations. In 
equivalent ellipsoids comparisons, the fullness of the body does 
not match to that of the ellipsoid. Based on our success in 
predicting added mass coefficients in two and three-dimen
sional bodies reported in previous sections, we expect that the 
PMARC results to be the most reliable among the four methods 
shown in Table 10. The PMARC results were also checked by 
varying the panel numbers and distributions. 

Conclusions 

The low-order panel code PMARC was modified and the 
new code was applied to the prediction of added mass coef
ficients for several two and three-dimensional bodies. The 
method was found to be successful in calculating the added 
masses in all applications, except the Lewis-form body since 
the added masses results compared to PMARC were not under 
identical conditions. Further studies can be made when ad
ditional experimental and theoretical results become available 
for different bodies. 

The added mass is an important hydrodynamic quantity for 
all bodies undergoing a motion in a fluid. It is an especially 
important design consideration for bodies moving in or under 
a liquid, although a similar emphasis on added mass can be 
found in analyses of missiles, and parachutes in single and 
cluster configurations. 

The method introduced in this study provides a designer, or 
an analyst, a new approach in predicting the added mass of 
an underwater vehicle. The versatility and the ease of use of 
this method makes it an attractive tool for prediction. 

Table 10 
mersible 

Nondimensional acceleration added masses for a Lewis-form sub-

Motion PMARC Strip theory ' Equiv. ellipsoid 1 Equiv. ellipsoid2 

Surge 
Sway 
Heave 
Roll 
Pitch 
Yaw 

4.78 E-3 
2.02 E-2 
9.25 E-2 
3.43 E-3 
4.46 E-3 
8.03 E-4 

* 
-5.11 E-2 
-2 .38 E-2 
-9.41 E-4 
-1 .46 E-2 
-2 .82 E-2 

-7 .58 E-3 
-3 .29 E-2 
-1 .85 E-l 
-7 .61 E-4 
- 9.03 E-3 
-1 .24 E-3 

1.68 E-2 
8.65 E-2 
4.68 E-l 
4.75 E-3 
7.40 E-2 
1.12 E-2 

Note: Equivalent Ellipsoid 1 is generated by the ratios of moment of inertias, e.g., 
Ri = 4//yv, and R2 = IJIyy. 
Equivalent Ellipoid 2 is generated by / = 2a, B - 2b, and H = 2c. 

Strip Theory does not calculate a surge added mass. 
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Prediction of Three-Dimensional 
Steady Incompressible Flows 
Using Body-Fitted Coordinates 

A finite-volume method for three-dimensional, steady, incompressible flows in com
plex geometries is presented. The method uses generalized Body-Fitted Coordinates 
to accurately take into account the shape of the boundary. A collocated scheme is 
employed, which uses the three covariant velocities and the pressure as main vari
ables. Continuity is coupled with the momentum equations using the SIMPLEC 
algorithm. It is found that the SIMPLEC algorithm can provide savings in com
putational time of up to 40 percent compared to calculations with SIMPLE. Sen
sitivity studies are also performed to find optimum values of the underrelaxation 
parameters. The method is validated against experimental results for the case of the 
flow in a 90 deg curved duct of square cross-section and comparatively strong 
curvature. The application of the method to the prediction of flows in complex 
geometries is then illustrated. 

1 Introduction 
Three-dimensional viscous flows are found in a wide range 

of practical engineering problems, such as curved ducts, intake 
and exhaust manifolds, gas turbine blade passages, and internal 
combustion engines. A characteristic of these configurations 
is the irregular shape of the boundary, which makes the pre
diction of the flow field a difficult task. A promising approach 
for solving the Navier-Stokes equations in such complex do
mains is through the use of Body-Fitted Coordinate systems 
(BFC). However, several alternative BFC formulations have 
been reported in the literature so far. 

Important differences among the proposed formulations lie 
in the form of grid arrangement and choice of dependent 
variables in the momentum equations. For instance, Hirt et 
al. (1974) used a nonstaggered grid with cartesian velocities as 
the main variables in the momentum equations. Due to the 
nonstaggered grid arrangement, a special procedure was em
ployed to prevent the decoupling of the velocity and pressure 
fields. Rhie (1983) employed a two-dimensional collocated grid 
arrangement where all variables were located at the common 
grid positions. The velocity and pressure were coupled by a 
special interpolation scheme, whose convergence behavior was 
later improved by Majumdar (1988). Reggio and Camarero 
(1987) have also used a collocated grid arrangement in their 
three-dimensional studies. To avoid unrealistic fields which 
could appear with such a discretization, an opposed difference 
scheme was used for pressure and fluxes in the main flow 
direction. 

On the other hand, Vanka et al. (1980) presented a semi-
implicit, three-dimensional calculation procedure for partially 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
January 17, 1992; revised manuscript received February 19, 1992. Associate 
Technical Editor: R. K. Agarwal. 

elliptic flows using a staggered grid with cartesian velocities as 
the main variables. Nakayama (1984) applied a staggered grid 
with one cartesian velocity component stored at each cell face 
to the study of three-dimensional elliptic flows. Demirdzic et 
al. (1980) presented an alternative procedure using a staggered 
grid; in their two-dimensional arrangement, one contravariant 
velocity component was stored at each cell face. However, the 
use of staggered grids necessitates additional storage alloca
tions, requires more interpolations, and makes code devel
opment more cumbersome compared to collocated or 
nonstaggered grids. Also, using Cartesian or contravariant 
velocity components yields a pressure equation of complicated 
form, especially in three-dimensional problems. However, this 
difficulty can be eliminated through the use of covariant ve
locities, as reported in the two-dimensional procedures of Karki 
(1986), Talpallikar et al. (1990), and Tamamidis (1990). 

The objective of this work is to develop an improved method 
for solving three-dimensional, steady, incompressible flows 
using Body-Fitted Coordinates (BFC). Our scheme employs a 
collocated grid following the approach of Rhie (1983). How
ever, rather than using cartesian variables, the proposed scheme 
uses the three covariant velocities and the pressure as main 
variables. This way, the advantages of using the covariant 
velocity components as dependent variables are coupled with 
the other advantages of collocated grids. Continuity is coupled 
with the momentum equations using the SIMPLEC algorithm. 

Following a brief presentation of the method, this paper 
reports on its validation and application to the study of flows 
in curved ducts. The characteristic phenomenon in such flows 
is the secondary motion arising from the channel curvature. 
This secondary flow causes high pressure losses and results in 
a spatial redistribution of stream wise velocity. The results dem
onstrate the potential of the present method for providing 
realistic answers to problems of practical interest. 
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Fig. 1 Perspective view of a hexahedronal control volume 

2 Theoretical Formulation 
The equations governing fluid flow can be written in the 

following general form (Patankar, 1980) 

V-J* = S* (1) 

where 0 is a variable, S$ is the source term associated with 
this variable, and J 0 represents the transport of 4> due to ad-
vection and diffusion and is given by 

J 0 = pV</>-r0V0 (2) 

where V is the velocity vector and Y^ is the diffusion coefficient 
of <t>. The governing transport equations for mass and mo
mentum fit in the general structure of Eq. (1) with different 
meaning of <f> only. Hereafter the index </> is omitted to simplify 
notation. 

Equation (1) is solved using a finite volume formulation. 
The first step of this formulation is performed by integrating 
Eq. (1) over an arbitrary hexahedronal control volume in the 
physical space, such as the one shown in Fig. 1. Using Gauss' 
theorem we obtain 

\ 3-nds = \ Sdv (3) 

where the subscripts cs and cV stand for control surface and 
control volume, respectively; V can be any volume, s is the 
surface which encloses V, and n is the unit normal on s. 

The surface integral at the LHS of Eq. (3) can be broken 
into six integrals 

1 3>nds = 1 3^nds + I J'nds+ \ J< nds 

\ 3-nds + \ 3-nds + \ 3-nds (4) 
J s Jy Jr 

where the subscripts e, w, n, s, / , and r stand for the east, 
west, north, south, front, and rear control surfaces, respec
tively. 

Extending the 2-D procedure of Tamamidis (1990) in three-
dimensions, the flux through a surface where £,• = const can 
be decomposed into a main flux term /,„ and a flux Jno arising 
due to the nonorthogonality of the grid, i.e., 

J(i= 3'nds = JmJ-JnoJ 

with 

4i '= [Ja{pu^ V ^ " ^ - r ^ ' 7 ) A ^ A ^ ] / 

/ f e = [ / f l r ( ^ " + 0 ^ * ) A ^ A f * ] / 

(5) 

(6a) 

(6b) 

where i - 1, 2, 3, j = 1, 2, 3, k = 1, 2, 3, <j>$ is the partial 
derivative of <f> with respect to £,•, and (i,j, k) change cyclically. 
Also, u*> denotes the £,• contravariant velocity component de
fined by 

Ai: 
U(ti)x+V(ti)y+W(tj)z 

0) 

where £i = £, £2 = »?. £3 — !"• The symbol Ja denotes the 
Jacobian of the transformation, given by 

i& = xiynzi+xiyiz-n + xr,ytzi -Xfy^-xvy^zt-xtynZ( (8) 

The terms g'j are the contravariant metric components, given 
by 

*" = ($/)*(*/>*+ tti)Aij)>+ («/>*(«;>, (9) 
The fluxes involving the metric g'\ i ^ j , become zero when 
the grid is orthogonal. 

The source term S can be considered constant over the con
trol volume. Therefore, the volume integral at the RHS of Eq. 
(3) can be written: 

SdV = SJaA£Ai/ (10) 

Now, substituting Eqs. (5) through (7) into Eq. (4), we obtain 
the flux equation in the computational space: 

ii _ rf 4. jn _ n , jt jt _ <j , c 
J m,e J m,w~ ** m,n ^ m,s^ u mj u m,r ^cart T 0fli 

where Scar, is the cartesian source term 

Scart = SJaA£A?? 

and S„0 is the source term due to nonorthogonality 

S = /* — /£ + / ' — P + /"*",— / f 

'-'no •* no,e u no,w ~ u no,n J no,s ' J noj J no,r 
The term Sno, which is diffusive in nature, becomes less im
portant for high Reynolds number flows since the convective 
terms in the LHS of Eq. (11) prevail; also, it goes to zero as 

(11) 

(12a) 

(126) 

a 

De 

g'J 

hi 
/«<• 

Ja 

P 

= coefficient in discretiza
tion equation 

= Dean number 
= hydraulic diameter 
= metric factor 
= scale factor 
= flux through a surface 

where £,- = const 
= Jacobian of the transfor

mation 
= pressure 

Re 
S 

U, V, W 

w{< 

"£/ 

w 

= Reynolds number 
= source term in Navier-

Stokes equations 
= x-, y-, z-components of 

the velocity vector 
= contravariant velocity 

component 
= covariant velocity compo 

nent 
= underrelaxation factor 

r = 
ii = 

Subscripts 
no = 

x,y,z = 

h = 

diffusion coefficient (e.g., 
dynamic viscosity) 
coordinate in the trans
formed space 
a variable (e.g., velocity) 

nonorthogonality 
partial derivative in the 
physical space 
partial derivative in the 
computational space 
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the grid becomes orthogonal. For highly nonorthogonal grids 
this term becomes important. 

3 The Numerical Solution Procedure 

3.1 Choice of Velocity Components as Dependent Vari
ables. The choice of velocity components as dependent vari
ables is one of the discriminating differences among existing 
BFC formulations. In the present formulation, a collocated 
grid arrangement with the covariant velocities as the main 
variables for momentum is used. A three-dimensional sketch 
of this arrangement, is shown in Fig. 1. The advantage of using 
the covariant velocities as the main variables in the momentum 
equations is that the cross-derivative pressure terms are elim
inated. In this scheme, the mass fluxes (which have the same 
direction as the contravariant velocities) are also stored at the 
centers of the cell faces. 

3.2 Discretization of Momentum Equations. The flux 
equation, Eq. (11) can be discretized in the computational space 
using finite differences. A suitable procedure for the case of 
cartesian coordinates has been presented in (Patankar, 1980). 
This procedure can be extended for BFC since the flux equation 
applied to the computational space which is cartesian-like. 
Since this extension is straightforward, it will not be reproduced 
here. The resulting algebraic equation can be written as 

aP4>P = aE<t>E + aW(j>w+ aN(j>N + as4>s + aF<l>F+ aR<j>R + b^ (13) 

where b is the sum of Scart and Sno. Equation (13) is the dis
cretization equation for (/>. The coefficients appearing in this 
equation involve convective and diffusive fluxes through the 
cell faces. 

The discretization equations for the covariant velocities u^, 
w,, and «f can be derived from the discretization equation for 
4>. Since all cartesian velocities are stored at the same grid 
location, their discretization equations will have identical coef
ficients except for the external source terms. Using Eq. (13), 
we have 

* 
aPuP = aEuE + aivUiv+ aNuN+ asus + aFuF+ aRuR + bu (14a) 

aPvP = OEVE + dwVw+ ONVN + osvs + aFvF+ aRvR + b„ (146) 

aPwP= aEwE + awww+ aNwN+ asws + aFwF+ aRwR + bw 

(14c) 
The covariant velocity u^. is defined by 

M ^(4 + ^. + 4)- (15) 

The denominator of Eq. (15) is usually referred to as scale 
factor/?{.. Combining Eq. (15)withEqs. (14a)-(14c) weobtain 
the discretization equation for u(. 

«p%/> = «£%£ + awUijtW+ aNuihN + asuihS 

+ aFuihF+aRuihR + bki,cun + b(. (16) 

The source term 6{.,CUrv arises due to the curvature of the grid 
lines and could also be derived using tensor algebra. We should 
note here that the pressure gradient term, which consists only 
of main derivatives (i.e., the cross derivatives are zero) is in
cluded in the source term b%.. More details on the formulation 
of the curvature and pressure source terms can be found in 
Tamamidis (1990). 

3.3 Calculation of Pressure. In this work, the SIMPLEC 
algorithm of Raithby (1984) is used to couple the momentum 
and continuity equations. This algorithm is a modification of 
the well-known SIMPLE algorithm (Patankar, 1980). Though 
the SIMPLEC algorithm has been originally applied for a 
staggered grid in a cartesian coordinate system using cartesian 
velocities as the main variables, this work extends it to col

located grids in nonorthogonal BFC. In our case, covariant 
velocities are used instead of cartesian as the main variables. 
To avoid checker-board pressure fields, which are commonly 
associated with collocated grids for incompressible flows, we 
adopt Rhie's (1983) interpolation approach, including the 
modifications suggested by Majumdar (1988). After some ma
nipulation, the pressure correction equation can be written in 
the following form 

aPp'P = aEp'E + awp'w+ QNp'N +asp's+ aFp'F + aRp'R + b (17) 
where the source term b is the mass imbalance in the control 
volume. Following the solution of Eq. (17), the covariant ve
locities at cell centers and the pressures are corrected as follows 

«?/ = W?*. + «j. (18«) 

p=p*+p' (186) 
The corrections of the mass flow rates are performed by cor
recting the respective component of the covariant velocity in 
the following equation 

F«'= Ja p[ui.hilg
u + uijhijg

iJ+ uikhikg
ik]UijAlk (19) 

where the indices change cyclically, i.e., no index summation 
is implied. 

3.4 Boundary Conditions. Boundary conditions need to 
be specified for the covariant velocity components and the 
pressure corrections. Three types of boundary conditions are 
used in this work: inlet and exit boundary conditions, and 
boundary conditions at the walls. At the inlet, covariant ve
locities are specified. At the exit, covariant velocities assume 
their values at the upstream grid location (i.e., the flow at an 
exit boundary is treated as fully developed). At the walls, no-
slip is assumed. For the pressure correction equation, the same 
boundary conditions are used, i.e., the respective coefficient 
in the pressure correction equation is set to zero (Patankar, 
1980). The pressures on solid walls are calculated by setting 
the normal derivative of p equal to zero; at inflow and outflow 
boundaries, the values of pressure are found by linear extrap
olation from interior points. 

4 Method Validation 

4.1 Comparison of SIMPLE with SIMPLEC. Extensions 
of the SIMPLE and SIMPLEC pressure-velocity coupling al
gorithms in BFC using a collocated grid arrangement, with the 
covariant velocities as the main variables, have not been re
ported in the literature. Therefore, it is important to compare 
the performance of these two algorithms before using the pres
ent method. 

As a test case, the two algorithms are compared for a 90 
deg curved duct flow using a 38 x 11 x 11 grid. The linear 
solver used for the solution of the algebraic systems of equa
tions is the tridiagonal matrix algorithm, coupled with the ADI 
(Alternating Direction Implicit) procedure. Convergence is as
sumed when the maximum normalized residual is less than 
10~2. Figure 2 compares the convergence behavior of SIMPLE 
and SIMPLEC as a function of the pressure underrelaxation 
factor wp\ the velocity underrelaxation factor wu was used as 
a parameter. Figure 2 shows that for relatively low values of 
w„, there exists a range of wp values that can be used without 
considerably affecting the convergence rate. As wu is increased, 
the required number of iterations is considerably reduced, but 
convergence becomes more sensitive to values of wp used. To 
minimize the number of iterations for convergence, there is 
an optimum value of wp for each wu. Figure 2 also suggests 
that SIMPLEC can work for a wider range of vv„ and wp than 
SIMPLE. It was found that, at least for this test case, the 
following relationships give the optimum value of wp as a 
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Fig. 2 Comparison of SIMPLE with SIMPLEC algorithm 

function of w„, when using the SIMPLE and SIMPLEC al
gorithms: 

wp = 0.8-w„ (SIMPLE); wp=1.2-wu (SIMPLEC) 
We should note here that when solving the momentum equa

tions, one sweep of the domain is sufficient for both algo
rithms. However, for the pressure correction equation, one 
sweep of the domain is sufficient only for the SIMPLEC al
gorithm, but two sweeps are required for the SIMPLE pro
cedure; the latter was found to be stable only for a narrow 
range of underrelaxation factors when one sweep of the domain 
was used. Thus, although for each algorithm's best case the 
minimum number of iterations was relatively close (42 for the 
SIMPLEC versus 51 for the SIMPLE), the savings of computer 
time were 40 percent when using SIMPLEC. Note that the 
corresponding times on a Cray-Y/MP were 6.51 CPU seconds 
for SIMPLEC and 9.12 seconds for SIMPLE. Therefore, SIM
PLEC leads to considerable savings in computer time. 

4.2 Comparison With Experiments. The method is val
idated by comparing predictions with experiments (Taylor et 
al., 1982) for flow in a 90 degree curved duct of square cross-
section. The grid used consists of 61 X 21 x 21 nodes, as 
shown in Fig. 3(a). The Re number based on the hydraulic 
diameter of the duct is 792, which corresponds to the flow of 
water with velocity equal to 0.0198 m/s. The dimensions of 
the duct at each cross-section are 40 X 40 mm, and the radius 
of curvature of the suction side is 72 mm. 

Figure 3(b) shows the flow development at the vertical mid-
plane. The "core" fluid, defined as fluid of velocity greater 
than about 0.9 of the maximum at each streamwise station 
(Taylor et al., 1982), is found progressively closer to the outer 
wall, with a correspondingly low velocity region adjacent to 
the suction side. This redistribution of streamwise velocity is 
caused by the secondary flow in the duct, as illustrated in Figs. 
3(c)-3(d). Due to this secondary flow, core fluid is convected 
from the pressure surface along the sidewalls, and low mo
mentum boundary-layer fluid from the sidewalls is accumu
lated at the inner wall. It is important to note that the extent 
of the core flow determines the relative magnitude of the sec-

0 . 0 0 1 m / s 
(d) 

Fig. 3 Flow in a 90 degree curved duct of square cross-section, (a) The 
grid (61 x 21 x 21), (b) the flow field in middle plane z = zmax/2, (c) and 
(d) secondary flow development in planes normal to streamwise direc
tion. 

ondary flow, i.e., the narrower the distribution of core flow, 
the larger the secondary velocities. Further downstream from 
the bend (see Fig. 3(d)) the secondary flow gradually dimin
ishes. Our predicted character of the flow is in good qualitative 
agreement with the experimental observations of Taylor et al. 
(1982). 

To explore the ability of the present method to predict correct 
magnitudes of flow velocities, a quantitative comparison of 
our results with the measurements of Taylor et al. (1982) has 
been performed at a distance equal to 2.5 hydraulic diameters 
downstream from the bend. The distribution of the calculated 
streamwise velocity is plotted against the measured one at 
various radial locations. As in (Taylor et al., 1982), the ve
locities have been normalized with respect to inlet velocity. 
Further, the gapwise distance z, and the radial distance r have 
been made nondimensional according to the following relations 

z = l - -

r = -

Z\n 

n-rQ 

where r0 and r, are the outer and inner radii, respectively. The 
calculated velocities are in good agreement with the experi
mental results, as shown in Fig. 4. Some discrepancies are 
attributed to the limitations of the hybrid scheme used in this 
work. Overall, however, this method can correctly predict 
flows, both in terms of general character and magnitudes. 

5 Application to Duct Flows 
Having validated the method, its application to a range of 

duct flows is illustrated in this section. Flows in ducts with 
curved surfaces are characterized by the formation of counter 
rotating vortices. The tests to be reported in this section will 
investigate the capability of the method to predict physically 
correct trends in such complex flows. The grids used in the 
subsequent studies have been generated using the transfinite 
interpolation method, presented in detail by Thompson et al. 
(1985). All grids are orthogonal except otherwise noted. 

5.1 Laminar Flow in a 180 Degree Curved Duct. The first 
application of this method is the flow in a 180 degree curved 
duct of square cross-section. This flow is characterized by the 
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Fig. 4 Comparison of calculated axial velocity versus measured at 2.5 
hydraulic diameters downstream of the bend 

formation of two pairs of counter-rotating vortices. This phe
nomenon, known as Dean's instability, occurs beyond a Dean 
number of about 150, as discussed by Cheng et al. (1976), 
Ghia and Sokhey (1977), and Duh and Shih (1989). The Dean 
number (De) is defined as 

where Dh the hydraulic diameter and Rc the mean radius of 
curvature. 

The cross-sectional dimensions of the duct are 40 x 40 mm, 
and the radius of curvature of the suction side is 72 mm. The 
grid used for our study consists of 81 x 22 x 22 nodes, as 
shown in Fig. 5(a). The Re number based on duct's hydraulic 
diameter is 792, which corresponds to the flow of water with 
velocity equal to 0.0198 m/s. The Dean number for this flow 
is 369. 

Figure 5(b) shows the flow development at the vertical mid
dle plane. As was in the case of the 90 deg curved duct, the 
core fluid is found progressively nearer to the outer wall, with 
a correspondingly low velocity region adjacent to the suction 
side. However, after about 150 degrees, the core fluid starts 
shifting backwards, toward the centerline. This redistribution 
of streamwise velocity is caused by the secondary flow in the 
duct, as illustrated in Figs. 5(c)-5(e). At the 90 deg location, 
one pair of vortices is only present. However, at about 170 
deg a second pair of vortices appears, which becomes stronger 
at some distance after the bend. The resultant loss in streamwise 
momentum near the outer wall is absorbed near the central 
core of the duct. The results for this case show good qualitative 
agreement with the numerical calculations of Cheng et al. 
(1976), and Ghia and Sokhey (1977). 

The appearance of the second pair of vortices near the outer 
wall is caused by the centrifugal instability, as first explained 
by Stuart (1963). In the region near the central outer wall, an 
instability is caused by the imbalance between the pressure 
gradient and the centrifugal force. The former is positive in 
the radial direction, while the latter decreases from a maximum 
value to zero at the outer wall. However, the flow near the 
inner wall is stable. In industrial applications, this instability 
phenomenon in curved ducts may increase friction resistance, 
and thus, influence the efficiency of the operation. These issues 
need to be investigated further. 

5.2 Flow in a Two Right-Angle Curved Duct. The next 
application of the method is the laminar flow in a two right-
angle curved duct of square cross-section. To the best of our 
knowledge, studies on this duct shape have not been reported 

€333333 

O.OOl 

(a) 

Fig. 5 Flow in a 180 degree curved duct of square cross-section, (a) 
The grid (81 x 22 x 22), (b) the flow field in middle plane z = zmatl2, (c) 
through (e) secondary flow development in planes normal to streamwise 
direction. 

0 .005 m / s 

Fig. 6 Flow in a two right-angle curved duct of square cross-section, 
(a) The grid (71 x 21 x 21), (b) the flow field in middle plane z = 
2maxre> (c) through (e) secondary flow development in planes normal to 
streamwise direction. 

in the literature. The grid used consists of 71 x 21 x 21 nodes, 
as shown in Fig. 6. The fluid, which is water, enters with a 
velocity of 0.03 m/s; the cross-sectional area of the duct is 40 
x 40 mm, and each of the two inner radii is 72 mm. The Re 
number for this case is equal to 1200. 

Figures 6(b)-6(d) illustrate the secondary flow development 
at three locations, denoted by AA, BB, and CC in Fig. 6(a). 
In section A A (Fig. 6(b)), two counter-rotating vortices are 
starting to form. These two initial vortices are of unequal 
strength due to subsequent curvature effects. As the fluid enters 
the cross section connecting the two bends, the initial vortex 
pattern is modified and strong convection of the fluid towards 
the second inner surface is observed. Downstream of the second 
bend, the centrifugal forces generated from the first bend 
squeeze the flow close to the sidewall. This forcing of the flow 
eventually produces a pair of vortices of considerably different 
magnitude, as evidenced in Fig. 6(c). Further downstream, the 
size of the larger vortex grows, and its center shifts toward the 
centerline of the duct (see Fig. 6(d)). This way, a swirling 
motion is formed in the downstream section of the duct. 
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Fig. 7 Flow in a straight duct with a constriction, (a) The grid (47 x 
16 x 16), (b) the flow field in middle plane z = zmax)2, (c) and (d) secondary 
flow development in planes normal to streamwise direction. 

5.3 Straight Duct With a Constriction. Last, the method 
is applied to the prediction of the flow in a straight duct with 
a constriction. A similar test case has been numerically inves
tigated by Reggio and Camarero (1987). The nonorthogonal 
mesh used for this case consists of 47 x 16 x 16 nodes as 
shown in Fig. 1(a). At the inlet, the Re number is 800 which 
corresponds to flow of water with a velocity equal to 0.02 m/ 
s. The duct is of square cross-section (40 x 40 mm) everywhere 
except at the constriction. 

Figure 1(b) shows the velocity field at the vertical mid-plane. 
The flow at this plane is characterized by a recirculation zone 
caused by the existence of the constriction in the duct. An 
interesting phenomenon is the development of a secondary flow 
in planes normal to the streamwise direction, as shown in Figs. 
7(c)-7(e). As explained by Reggio and Camarero (1987), when 
the flow reaches the constriction, the bottom surface layer is 
squeezed towards the upper wall. Then, as it trails the rear of 
the obstruction, this layer is forced towards the vertical mid-
plane. This results in the development of two symmetric vor
tices in the cross-sectional planes. Further downstream, to
wards the exit plane, the size of these counter-rotating vortices 
is growing. 

6 Conclusions 
In this paper, a calculation procedure for predicting three-

dimensional, steady, incompressible flows has been presented. 
The method uses Body-Fitted Coordinates (BFC) in collocated 
grid arrangements with the covariant velocities as main vari
ables. The SIMPLE and SIMPLEC velocity-pressure coupling 
algorithms were compared, showing that SIMPLEC can lead 
up to 40 percent computational savings over SIMPLE. 

Application of the method has been illustrated for several 
duct flows in complex geometries. The characteristic phenom
enon in such flows is the secondary motion arising from the 

channel curvature. Good qualitative and quantitative results 
were obtained using this procedure. The results demonstrate 
the potential of the present method for providing realistic 
answers to problems of practical interest. 
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Interpretation of Impeller Flow 
Calculations 
Most available computer programs are analysis and not design programs. Therefore 
the intervention of the designer is indispensable. Guidelines are needed to evaluate 
the degree of fluid mechanic perfection of a design which is compromised for practical 
reasons. A new way of plotting the computer output is proposed here which illustrates 
the energy distribution throughout the flow. The consequences of deviating from 
optimal flow pattern is discussed and specific cases are reviewed. A criterion is 
derived for the existence of a jet/wake flow pattern and for the minimum wake 
mixing loss. 

Introduction 
Most available computer programs for turbomachinery fluid 

mechanics calculations are for analysis and not for design 
(McNally, 1985). The impeller geometry is an input and the 
flow pattern is the output. But the objective of the designer 
is to determine the optimal blade angle distribution and the 
best meridional geometry. Therefore he has to proceed by trial 
and error. 

While some promising design programs have been developed 
recently (Zangeneh, 1991), a fully automated computer pro
cedure is hindered by two main factors: cost of computer time 
and practical design considerations. Detailed, three-dimen
sional calculations of impellers require large computers and 
are time consuming. Therefore industrial machines are still 
mostly designed by empirical rules. These empirical rules and 
the intuition of the designer must not be underestimated since 
they contributed significantly to the present state of the tech
nology. They will continue to play an important role in the 
future but must be founded on a solid understanding of the 
underlying phenomena. 

Practical considerations require that the ideal impeller design 
be compromised for off-design performance, cavitation, etc., 
and for manufacturing and cost reasons. The most severe man
ufacturing constraints is that the blade-wrap should almost be 
the same on hub and shroud, otherwise excessive blade lean 
results, which is difficult to manufacture. Blade-wrap is the 
circumferential angle subtended by the blade. Blade-lean is the 
angle of the trailing edge with the meridional plane. Minimal 
axial length, dictated by shaft dynamics, influences the choice 
of the meridional contour. Examples of performance con
straints are when the head at shut-off or the maximum power 
demand is prescribed, the same impeller is to be machined to 
different diameters, or different impellers need to fit in the 
same housing to provide a full line of pumps at least cost. The 
economically "best" impeller is not necessarily perfect from 
a fluid mechanics point of view. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
January 9, 1990; revised manuscript received December 11, 1992. Associate 
Technical Editor: U. S. Rohatgi. 

Convergence of successive computer runs can be helped by 
the designer. Iteration toward the best design is greatly accel
erated by a good initial guess and by enlightened corrections. 
Intervention by the designer is, therefore, absolutely essential. 
This, however, raises the question: What is the theoretically 
optimal design and how to recognize the degree of perfection 
of the design from the computer print-out. 

The objective of this paper is to inquire into this interpre
tation of the impeller flow calculations and to propose ap
proaches for approximating the best design. 

Design Principles 
Turbomachinery serves to increase the energy (total pressure 

or enthalpy) of the fluid stream. Since the rotary motion of 
the impeller can only produce torque, only the angular mo
mentum of the fluid can be increased in the impeller. This is 
expressed by Euler's equation. 

Fluid particles will follow a certain path, a streamline through 
the impeller. The first rule of a good impeller is that the same 
energy, and therefore the same angular momentum, should be 
imparted to the fluid on each of the streamlines. Diffusion 
can transform kinetic energy into pressure but cannot change 
the total energy of the fluid. Nonuniform, spanwise energy 
distribution in the streamlines will result in streamwise vortex 
shedding in the wake as evidenced in several, well-known stud
ies (Batchelor, 1979; and Betz, 1932). Mixing of a nonuniform 
shear-flow always causes a loss. 

Since the angular momentum gradually rises throughout the 
impeller on each of the streamlines from inlet to exit, the 
question arises at what location should the energy of adjacent 
streamlines be compared. 

A flow of uniform energy in the absolute frame of reference 
would require that the angular momentum remain the same 
on each surface orthogonal to the relative streamlines. This is 
shown in the Appendix. In the usual coordinate system (see 
Fig. 1) (Vavra, 1960), when the flow is described in the mer
idional and on the circumferential surface, the gradient of the 
angular momentum would have to be zero in the direction of 
the orthogonal to the projection of the streamline in the hub-
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Fig. 1 Coordinate system and definition of variables 

to-shroud and also in the blade-to-blade planes (see Figs. 2 
and 4). This requirement is quite general and applies equally 
to centrifugal, mixed flow, or axial compressors, pumps, or 
turbines. 

If these requirements are satisfied then the flow in the mer
idional plane would be identical to a potential, axisymmetric, 
steady flow. Such a potential flow assumption has often been 
used to calculate meridional streamlines in impellers. These, 
relatively simple, calculations have been found useful by prac
ticing engineers. However, certain conditions must be fulfilled. 
A potential flow solution only establishes the kinematic pos
sibility of the flow pattern but does not assure dynamic sta
bility. For example, the potential flow solution is unstable for 
bluff bodies (d'Alambert's Paradox) but happens to be stable 
for airfoils (Birkhoff, 1983). A steady separated region of low 
momentum fluid can only exist if it is in a stable position. 

Uniform angular momentum distribution requires that lead
ing and trailing edges of the blades must be orthogonal to the 
streamlines. This is the case in compressors and some pumps. 
But on most pumps the leading edge is cut back, presumably 
to obtain an acceptable blade lean. Also a slanted leading edge, 
like swept wings, may reduced incidence losses at part load. 
In mixed flow pumps, leading and trailing edges are definitely 
not orthogonal and suggest difficulties. In these, less energy 
will be imparted along the hub than the shroud at reduced 
flow (Pfleiderer, 1961). Therefore a shear flow results down
stream, which can give rise to unusual, recirculating flow pat
tern (Munson, 1980). It is the cause of exit recirculation. A 
similar condition accounts for the swirl in the draft tube of 
hydroturbines. In axial flow machinery, use of other than "free 
vortex" distribution is a deliberate, nonideal trade-off against 
more favorable flow conditions at the blade tips (Wilson, 1984). 

It is apparent from the above that knowledge of the angular 
momentum distribution is essential for evaluating impeller flow 

AT DESIGN POINT 

ORTHOGONAL STATIONS 

Fig. 2 Meridional plane projection of flow pattern in a mixed flow pump 
and corresponding angular momentum diagram at design point and at 
reduced flow 

and for understanding the consequences of a nonoptimal de
sign. 

Angular Momentum Plot 
The customary method for presentation of the results of a 

computer flow analysis is to plot the relative flow velocity in 
the impeller against the fraction of the streamline length from 
leading to trailing edge. A comparison between pressure side 
and suction side streamlines can give a qualitative indication 
of the "blade loading" or "energy input" since the relative 
velocity difference is related to the pressure difference across 
the blade, albeit not linearly. More meaningful are the max
imum Mach number or velocity at the inlet, and the relative 
velocity decrease or diffusion on the blade suction side. High 
Mach numbers and rapid diffusion can signal losses (Dallen-
bach, 1961). High inlet velocities in pumps often signal cavi
tation. However, these plots do not inform about the energy 
and angular momentum distribution. 

A new kind of plot is proposed here (Figs. 2 and 4), which 
consists of the angular momentum on several, parallel stream
lines in the meridional and blade-to-blade surfaces plotted 
against a reference scale with stations corresponding to or-
thogonals to the relative streamlines. Numerical derivations 
can be found in standard references (Vavra, 1960). 

In the ideal flow case, when the angular momentum increase 
is identical on all streamlines, all plots corresponding to in
dividual streamlines would coincide and only one line would 
be present. It is desirable that the curve on the plot rise grad
ually first and taper off toward the trailing edge. This will 

Nomenclature 

/ 
P 
r 
s 
V 

rothalpy, ft2/s2 V„ = 
pressure, lb/ft2 

radial coordinate, ft W -
coordinate along streamline, ft 
flow velocity vector in the ab
solute, stationary frame of ref- Wx 

erence, ft/s W2 

circumferential component of 
V, ft/s 
flow velocity vector in the rela
tive, rotating frame of refer
ence, ft/s 

= relative velocity in wake, ft/s 
= relative velocity in jet, ft/s 

Q = 

P = 

axial coordinate, ft 
angle of W from meridional in 
direction of rotation 
circumferential coordinate 
angular velocity of impeller, 1/s 
vorticity vector in relative 
frame of reference, 1/s 
fluid density, lb s2/ft4 
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unload the leading and trailing edges of the blade at design 
flow. 

In practice, the angular momentum curves will not coincide 
(see Fig. 2). For example, when the blade leading edge is cut 
back the angular momentum curve of the shroud in the mer
idional plane will rise sooner and may join the curve of the 
hub toward the exit. These plots will show the degree of uni
formity of the angular momentum distribution, which is a 
measure of the fluid mechanic perfection of the impeller design. 
The designer must also have an understanding of the conse
quences of deviating from the ideal flow pattern, which will 
be discussed in the next section. 

Consequences of Nonuniform Energy Distribution 
Past work on shear flows, stability, and secondary flows, 

which would apply to turbomachinery impellers, was concen
trated on turbulence modeling, transition to turbulence, and 
boundary layers in advanced aerospace calculations (Bayly, 
1988; Moser, 1987; Georgescu, 1985; Shivamoggi, 1986; Brad-
shaw, 1974; Wisler, 1987; and Cain, 1986). Several studies of 
Bradshaw have been published on the effect of streamline 
curvature on shear layers, the most recent being a review article 
with 77 references (Bradshaw, 1987). 

The issue of concern here is not the losses in the impeller 
but the nonuniform absolute flow, which might arise, for ex
ample, from spanwise variation of lift and not from viscous 
losses. Boundary layers in impellers have two important man
ifestations: skin friction losses and blockage, which distorts 
the flow pattern. Typically, impeller skin friction losses ac
count for less than five percent efficiency reduction. At the 
high Reynold's numbers encountered in practice dissipation 
processes are slow and are completed far downstream but their 
origin is in the impeller. The blockage resulting from boundary 
layers or from leading edge, in viscid separation strongly affects 
the energy increase in the impeller. Some of these cases will 
be enumerated here. 

Shear flows in general are unstable. For example, the shear 
layer between two parallel streams of different velocities de
velops waves and finally rolls up in vortices, as has been shown 
in the classical study of Helmholtz (Helmholtz, 1868 and Lamb, 
1945). This instability is inviscid and does not depend on vis
cosity. 

The instability or stability of shear flows is strongly affected 
by transverse pressure gradients. Pressure gradients arise from 
accelerations such as centrifugal or Coriolis accelerations. They 
can arise from the curvature of streamlines or from the rotation 
of the frame of reference. 

When the transverse inertia force, and therefore the pressure 
gradient, is directed from the lower energy fluid toward the 
higher energy fluid the shear layer separating the two flows 
tends to be stabilized. This has been proven by analysis (Bayly, 
1988 and Tuzson, 1977) and by experiment (Johnston, 1972 
and 1976). A well-known example is the stagnant, low energy 
core of a vortex which remains stable and unmixed in spite of 
the high velocities and the high shear at the core boundary. It 
is precisely the fast rotation and high centrifugal pressure gra
dient that stabilizes the flow. It was shown (Hogg, 1989) that 
the k — e turbulence model does not capture these effects and 
that a Reynolds stress closure model is needed. When, on the 
other hand, the angular momentum of the fluid decreases with 
the radius in the vortex and therefore the energy of the fluid 
also decreases with the radius, instability is enhanced and more 
rapid mixing occurs (Leibovich, 1984). Examples of such con
ditions in impellers will be described below. 

Flow in the Meridional Plane. At correct incidence and in 
the absence of preswirl, the flow at the inlet has no absolute 
tangential velocity and therefore any transverse pressure gra
dient is due to streamline curvature in the meridional plane. 

It will be directed from shroud to hub. If an unstable shear 
flow is to be avoided the streamwise increase of angular mo
mentum on the shroud should not exceed that on the hub and 
the shroud curvature should be minimized. This often conflicts 
with the requirement to minimize the axial length of the im
peller. In impellers with radial exits, curvature in the meridional 
plane should be avoided at the exit to obtain a well-behaved, 
uniform, parallel flow entering the radial diffuser. 

In mixed flow impellers the trailing edge of the blade is 
slanted and therefore the velocity profile does not give a good 
indication of the perfection of the flow. Uniform exit velocity 
distribution does not correspond to uniform angular momen
tum. Especially at reduced flow, less energy will be imparted 
to the flow at the hub than at the shroud (Pfleiderer, 1961). 
At the impeller exit a swirling flow will be produced in which 
the angular momentum will increase with the radius. The cen
trifugal pressure gradient will predominate and will be directed 
from the low energy core toward the high energy flow at greater 
radius. This is a stable, axisymmetric shear-flow configuration. 
Therefore a low momentum, reversing core flow can persist 
and will not mix. This is the basic mechanism of the exit reverse 
flow observed in mixed flow pumps at reduced flow rate (Keller, 
1985 and 1988). 

In axial flow machinery the ideal, irrotational, constant an
gular momentum distribution is a "free vortex" distribution. 
In high performance, multistage machines other distributions 
are used (Wilson, 1984) in which the angular momentum in
creases with the radius and which, therefore, are stable. An 
axial shear flow results and is tolerated as a trade-off against 
more favorable flow conditions at the blade tips. 

Flow on the Blade-to-Blade Stream Surface. A particular 
manifestation on nonuniform flow is when a jet/wake flow 
pattern is present (Dean, 1960; Johnston, 1966; Japikse, 1987; 
and Rohne, 1991). This flow pattern consists of two regions 
in the blade-to-blade direction divided by the separation 
streamline. The low velocity, W\ region is near the suction side 
of the blade and the high velocity, W2 region near the pressure 
side. Assume that the loss in rothalpy (see Appendix) of the 
wake region is (W] - W\)/2. This is the energy lost by friction 
by the relative flow in the separated wake region. At a par
ticular location the static pressure is the same and the radius 
is the same on either side of the separation streamline. 

The absolute energy increase in the impeller above the inlet 
energy on each streamline is given by the relation: 

nrVe = n2r2 + nrWsmP 

where j8 is the angle of the separated streamline from the 
meridional in direction of the sense of rotation. It will be noted 
that if (3 < 0 (backwards curved blades) then the energy increase 
in the wake region is greater than in the jet and can make up 
for the losses. The two regions have equal energy when 

(Wl-W2i)/2=-Qr{W2-Wi)smfi 
(]V2+Wi)/2Qr=-smP 

(see Fig. 3). 
In this particular case no energy loss occurs when the jet 

and wake mix at the impeller exit. Therefore this equation 
expresses the condition for optimal flow pattern. It is not 
surprising then that some compressors having substantial flow 
separation and a pronounced jet/wake flow nonetheless op
erate at high efficiency. More generally it can be stated that 
boundary layers in a rotating impeller do not necessarily have 
lower energy than the main stream. 

In radial bladed impellers the flow angle will be approxi
mately zero ((3 = 0) and, therefore, the energy of the jet will 
be greater than that of the wake. Depending on the "loading," 
W/Qr, the energy of the two streams will tend to equalize with 
increasing backsweep 0<O. In most pumps, where typically 
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STABLE SEPARATION 

Fig. 3 Criterion for the presence of jet/wake flow patterns {W2+ W2)l 
2!Jr= -sinjS 

(3 = -70, and the wake would have more energy, the jet/wake 
flow pattern is not observed. 

The dominant pressure gradient in an impeller is directed 
from the wake toward the jet. This tends to stabilize the sep
aration streamline if the jet has higher energy. Mixing is avoided 
and separation persists throughout the impeller. For strongly 
backwards curved blades the wake has higher energy while the 
pressure gradient retains its direction. This destabilizes the 
separation and typically no jet/wake flow pattern is observed. 

A similar effect can be observed in the case of leading edge 
separation. Separation on the suction side, encountered at 
reduced flow, is stabilized and persists into or throughout the 
impeller. Separation on the pressure side, at increased flow 
rate, is unstable, mixes, and the flow is reattached further on. 
It is desirable therefore to avoid "loading," that means, an 
increase of angular momentum on the suction side at the blade 
tips up to the location where the orthogonal originating at the 
leading edge of the pressure side intercepts the suction side 
profile (see Fig. 4). A similar situation exists at the impeller 
exit. Ideal flow would require that the blades be unloaded 
toward the trailing edge. 

It is apparent from these examples that the angular mo
mentum distribution is an important indicator of the fluid 
mechanic perfection of an impeller. 

Summary and Conclusions 
Currently available computer programs for calculating fluid 

flow in impellers are mostly analysis programs. The impeller 
geometry must be input and corrected by the designer. The 
compromises encountered in practical designs require that the 
designer interpret the computer print out and exercise a well 
informed judgment when selecting modifications. The objec
tive of this paper is to provide guidelines and examples for 
interpreting calculated flow pattern and for estimating their 
effect on performance. A new way of plotting the data and 
rules of interpretation are offered here. 

Specifically the following points are made: 
1 The ideal impeller imparts uniform energy (total pressure 

or enthalpy), to the fluid on all streamlines. This requires that 
the angular momentum be the same on surfaces which are 
orthogonal to all the relative streamlines. 

2 The above conditions imply that the leading and trailing 
edges of the blades would have to be orthogonals to the stream
lines. 

3 To evaluate the degree of fluid mechanic perfection of 
an impeller design, it is proposed that the angular momentum 
increase on several streamlines in the meridional and the blade-

OHTHOGONAL STATIONS 

Fig. 4 Projection of flow pattern on the circumferential, blade-to-blade 
stream surface and corresponding angular momentum diagram 

to-blade projections be plotted against a reference scale with 
stations corresponding to common orthogonals to all stream
lines. 

4 The consequence of a nonuniform angular momentum 
distribution is that a shear flow results. While generally un
stable, shear flows are stabilized or destabilized by transverse 
accelerations (centrifugal or Coriolis) and resulting pressure 
gradients, especially in rotating flows. When the positive, 
transverse (not streamwise) pressure gradient in a shear flow 
is in the direction of increasing total energy, the shear flow is 
stabilized. Examples are given. 

5 On the blade-to-blade stream surface, in the presence of 
a jet/wake flow pattern, it is shown that when 

(W2+W1)/2Qr=-sin/3 

the total energy of the jet and the wake regions are the same 
and therefore no mixing loss occurs at the impeller exit. There
fore this represents the ideal case. It is also shown that jet/ 
wake flow pattern is only stable when the absolute energy of 
the jet is higher than that of the wake, which is most likely to 
occur in highly loaded, radial impellers. 

The above rules should help designers to interpret computer 
calculations, to anticipate the consequences of nonideal flow, 
and to decide on further modifications for arriving at the best 
compromise between practical requirements and flow me
chanic perfection. 
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A P P E N D I X 
In a steadily rotating frame of reference (fi), Bernoulli's 

equation is replaced by the rothalpy /. It remains constant on 
a relative streamline when no viscous losses occur: 

/ = 
Wl Q V p 

•T+T 
VeQr + - = constant ._ £ 

2 2 % = 2 

since from the velocity triangle 
W2-Q2r2=V2-2VeQr 

Here Ve is the tangential component of the absolute velocity 
and Vsr the angular momentum. 

The gradient of the rothalpy is 

V/= V 
r p 

WoQr=Wx(u + 2n) (1) 

here o> is the relative vorticity vector. 
The vector (o> + 2fi) stands for the absolute vorticity of the 

flow. It is zero if the inlet flow is irrotational and if there are 
no losses in the impeller. Then the rothalpy is constant through
out the impeller (Batchelor, 1967, 1979, p. 162). 

In the usual coordinate system (Vavra, 1960), projections 
in the hub-to-shroud and blade-to-blade directions are used as 
shown in Figs. 1, 2, and 4. The three components of the 
gradient of the rothalpy, Eq. (1), are then taken in the stream-
wise direction, in the direction of the normal to the projection 
of the velocity W in the meridional plane, and in direction of 
the normal to the velocity W on the blade-to-blade surface. 

1 Assuming streamline coordinates, the right-hand side of 
Eq. (1) cannot have a component in the streamwise direction 
parallel to W and therefore the gradient of the rothalpy in the 
streamwise direction must be zero: 

The fluid energy increase in the streamwise direction is equal 
to the increase of the angular momentum multiplied by the 
constant angular velocity Q, even if the flow is rotational and 
(o) + 2Q) is not zero. 

This is Euler's equation. 
2 The two other components of the gradient of the rothalpy 

are normal to projections of the relative velocity on the hub-
to-shroud plane and the blade-to-blade surface. When the ab
solute flow is irrotational (o + 2Q) = 0 the gradients of the roth
alpy must be zero. Then the gradient of the absolute energy 
can only be zero if the gradient of the angular momentum 
normal to the relative velocity is also zero. 
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Turbulent Flows in a Model SDR 
Combustor 
An experimental study is reported on the isothermal flow fields in a model solid-
propellant ducted rocket combustor with two opposing side inlets. The measurements 
were made by using a four-beam two-color laser-Doppler velocimeter (LD V). Three 
values of momentum ratio (Ma/Ms) of the axial- to side-inlet jet—0.025, 0.11, and 
1.28—were selected to investigate their effects on the flow characteristics. The Reyn
olds number, based on the air density, combustor height, and bulk velocity, was 
4.56 x 104. The flow field was characterized in terms of the mean-velocity vectors 
and contours, joint probability functions, mean reattachment lengths, spreading 
rate of the axial-jet width, and Reynolds stress and turbulence kinetic energy con
tours. The LDV measured mean reattachment lengths were found to well agree with 
the corresponding flow-visualization photograph. In addition, the three Ma/Ms val
ues provided three characteristic flows which are useful in testing the computational 
models. Further, correlations between the present cold-flow and previous reacting-
flow studies were documented in detail. It was found that from the fluid dynamic 
point of view Ma/Ms = 0.11 was preferable to the other two values o/Ma/Ms. 

Introduction 
When a solid-propellant ducted rocket (SDR) (Kinroth and 

Anderson, 1980; Besser, 1984) operates as a ramjet sustainer, 
the fuel-rich gas plume exhausted from a solid-propellant gas 
generator mixes and reacts with the ram air supplied from the 
side-inlet ducts attached to the combustor periphery (Figs. 1 
and 2). The flow field resulting from such a noncoaxial mixing 
involves very complex phenomena, including sudden-expan
sion, noncoaxial jet impingement, recirculation, and redevel
opment. In particular, the penetration depth of the axial jet, 
the recirculating-flow pattern in the dome region, and the 
separation bubbles immediately behind the side air streams are 
closely related to the fuel-air mixing, flame holding, and com
bustion performance. Consequently, for the development of 
SDR combustors it is desirable to investigate the detailed fluid 
dynamics process computationally or experimentally. 

Experimentally, Schadow (1972, 1975, 1981a) and Mitsuno 
et al. (1987) studied the combustion characteristics of SDR 
combustors, such as combustion efficiency and ignition, by 
using nonmetallized and metallized propellants. Schadow and 
Chieze (1981b) also conducted water tunnel and windowed 
combustion tests, and proposed the importance of ignition 
location and penetration ability of fuel-rich gas plume on the 
efficiency of combustion in a SDR combustor. Zetterstrom et 
al. (1983, 1985) investigated the combustion performance of 
a SDR combustor through phases of water-tunnel flow studies, 
propane-fuel combustion tests and solid-propellant tests with 
a gas generator. Choudhury (1982) investigated the charac
teristics of a SDR motor by using thermocouple measurements 
and gas chromatography analysis, and showed that the vortices 
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OJ FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
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Fig. 2 Sketch of configuration and coordinate system of the test cham
ber 

in the dome region was crucial to the stable operation of the 
burner, and anything tending to weaken these vortices should 
be avoided. Chuang et al. (1989) investigated the flow field in 
a two-dimensional SDR motor with two fuel-rich gas injection 
slits by using Schlieren, laser light-sheet, and surface flow 
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visualization techniques. Subsequently, Hsieh et al. (1989) con
ducted detailed laser doppler velocimetry (LDV) measurements 
of flow velocities, turbulence intensities, and Reynolds shear 
stresses for the same model. 

Chen and Tao (1984) computationally studied the reacting 
flows in an axisymmetric SDR combustor with annular side 
inlet and concluded the importance of general geometric and 
aerodynamic parameters for the specific impulse of the com
bustor investigated. Vanka et al. (1985) performed three-di
mensional calculations of the reacting flows in a typical SDR 
motor. The impact of the geometrical parameters on the re
sidual fuel fraction and the combustion efficiency were inves
tigated. Recently, Cherng et al. (1987, 1988) also conducted 
two- and three-dimensional calculations of the reacting flows 
in various SDR combustion combustors. 

Although the aforementioned works have provided valuable 
information relevant to the SDR combustors, more quanti
tative measurements of various mean-flow parameters and 
fluctuating velocity covariances are still required for a better 
understanding of the relations among fluid dynamics, mixing, 
and combustion processes. Accordingly, the purposes of this 
work are (1) to characterize the flow field in a SDR combustor 
in terms of mean-flow parameters and fluctuating velocity 
covariances using LDV techniques, and (2) to find some par
allel relations between this cold-flow study and previous re-
acting-flow investigations. In addition, the measured mean 
reattachment lengths will be verified with a companion flow-
visualization study. It is hoped that the obtained data are also 
useful for evaluating computational models. 

Experimental System and Conditions 

Experimental System. Figure 1 shows a schematic drawing 
of the overall experimental system. Air was drawn into the 
test chamber through settling chambers, honeycombs and 
screens, 10:1 contractions, and side-inlets by a DC motor 
driven turbo blower (3500 rpm/3 phase/10 hp) at the down
stream end. The axial jet was provided through a 152:1 con
traction by another blower (3480 rpm/3 phase/5 hp) located 
upstream of the axial inlet. The air in the chamber then flowed 
through the rectangular duct, a flow straightener, a rotameter, 
and a bellows, and was exhausted by the DC motor driven 
turbo blower. 

A two-color, four-beam, two-component LDV system was 
set up in a backscatter configuration. A 5-W argon-ion laser 

provided the coherent light source. The 514.5 nm (green) and 
488 nm (blue) lines were first separated into four beams. Each 
of the two pairs of beams had one beam Bragg-shifted by 40 
MHz to eliminate the ambiguity of flow direction and fringe 
bias. The two pairs of beams were finally focused into the test 
model to form a probe volume consisted of two nominally 
orthogonal sets of fringes. The approximate probe volume 
dimensions, based on 1/e2 extent of light intensity, were 0.06 
mm in diameter and 0.65 mm long (480 mm focal-length lens) 
or 0.13 mm in diameter arid 3.65 mm long (1200 mm focal-
length lens). The optical system was aligned so that the two 
sets of fringes in the probe volume were inclined at 46.1 deg 
and -43 .9 deg to the chamber centerline for measurements 
of U + V and U — V components of velocity. The probe 
volume can be positioned with 0.01-mm resolution by mount
ing the focusing lens on a three axis traversing table. The 
seeding particles were introduced into the air stream by twelve 
atomizers symmetrically located on the walls of the three set
tling chambers. The atomizers were operated by filtered com
pressed air and salt water, and produced particles in the size 
range of 0.5-5 jxva. The salt solution was mixed to give a 
nominal 0.8-^m particle after the droplet dried. The detected 
signals were electrically downmixed to the appropriate fre
quency shift of 2 to 10 MHz in the present work. Then two 
counter processors with 1 ns resolution were used to process 
the Doppler signal. The Doppler signals were monitored on 
an oscilloscope, and the digital outputs of the counter 
processors were fed directly to a micro-computer for storage 
and analysis. Depending on the location of the probe volume 
in the flow, typical coincidence rates were between 500 to 3000 
per second with a 50 /is coincidence window which is much 
smaller than the estimated integral time scale (order of 1 ms 
based on chamber height and UREF) and, yet, large enough to 
avoid the bias resulting from a low data rate of small coin
cidence window (Petrie et al., 1988). 

The test model consisted of two short rectangular side-inlet 
ducts, an axial injection slit, and a rectangular chamber, as 
sketched in Fig. 2. The two 20-mm long rectangular side-inlet 
ducts intersected the chamber walls at an angle of 90 deg, and 
were separated azimuthally by 180 deg, whereas the injection 
slit was located at the center of the head plate, and directed 
along the chamber axis. The internal dimensions of the side-
inlet ducts and axial injection slit were 15 x 120 mm2 and 
1.58 x 120 mm2, respectively. The chamber model was made 
of 5-mm thick Plexiglas, and the chamber duct had a cross 
sectional area of 30 x 120 mm2, and was 2000-mm long from 
the axial zero-reference point to the exit. 

Nomenclature 

Bj = 
H = 
k = 

Ld = 
m = 

min = 

Ma = 

Ms = 

Re = 
U = 
u = 

axial-jet half-width (mm) 
combustor height (30 mm) 
turbulence kinetic energy, k 

= 3/4 (u2 + v2) 
dome height (15 mm) 
mass flow rate (kg/s) 
total inlet mass flow rate 
(kg/s) 
momentum of axial inlet 
(kg.m/s2) 
momentum of side inlets 
(kg.m/s2) 
combustor Reynolds num
ber, = p[/R E F#/ft 
axial mean velocity (m/s) 
axial velocity fluctuation 
(m/s) 

UMAX = maximum velocity at each X' = 
X* station 

^REF = combustor bulk mean veloc
ity (m/s), £/REF = 23.86 Y = 

_ (m/s) 
- uv = turbulent shear stress Y = 

(m2/s2) 
V = transverse mean velocity 

(m/s) Z = 
v = transverse velocity fluctua

tion (m/s) Zc = 
Wa = width of side inlet (15 mm) 
Wf = width of axial inlet (1.6 mm) Z = 
X = combustor axial coordinate 

(mm) 
X* = normalized combustor axial p = 

coordinate, X > 0: X* = /x, = 
X/H; X < 0: X* = X/Ld 

normalized combustor axial 
coordinate, X' = (X + 
Ld)/H 
combustor transverse coor
dinate (mm) 
normalized combustor trans
verse coordinate, = Y/ 
(H/2) 
combustor spanwise coordi
nate (mm) 
combustor spanwise width 
(120 mm) 
normalized combustor span-
wise coordinate, = Z/ 
(Zc/2) 
air density (Kg/m3) 
molecular dynamic viscosity 
(Kg/m-s) 
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Fig. 3 Mean flow-patterns in terms of velocity vectors for (a) Ma/Ms = 
0.025, (b) Ma/Ms = 0.11, and (c) M,/Ms = 1.28 

Experimental Conditions. The velocity measurements were 
made at 4 stations, i.e., Y* = ± 1 and Y* = ±2, and 13 axial 
stations for the side-inlet ducts and the test chamber, respec
tively, and at 17 locations per station along the central plane 
(Z* = 0.0). Three values of momentum ratio of axial- to side-
inlet jet—MJMS = 1.28, 0.11, and 0.025—were selected to 
study their effects on the characteristics of the flow field. A 
chamber bulk mean velocity of 23.9 m/s was maintained for 
all three aforementioned MJMS for comparison purpose, and 
used as a reference to nondimensionalize the experimental re
sults. The Reynolds number, based on the chamber height (0.03 
m) and bulk mean velocity, was 4.56 x 104. A single Reynolds 
number was adopted in the present work since the mean flow 
field was approximately invariant for 2.9 X 103 < Re < 2.0 
x 105, as found for the case without axial inlet jet (Liou et 
al., 1988). Moreover, the head plate was fixed at one-half 
chamber height upstream of X* = 0 according to the fact that 
at this position the fraction of the inlet mass flow rate bifur
cated into the region between the head plate and X* = 0 is 
maximum for the case without axial inlet jet (Liou et al., 1988). 

The mean velocity, turbulence kinetic energy (k), and Reyn
olds shear stress (uv) profiles at the side-inlet reference planes 
Y* = ± 2 and coaxial-inlet reference plane X* = - 1 for the 
tested momentum ratios are rather uniform, except near the 
walls, due to the acceleration of the bell-mouth 10:1 and 152:1 
contractions. The maximum deviations from the uniform and 
symmetric mean-velocity profiles at these reference planes are 
within 1.8 and 1.2 percent, respectively. The levels of k and 
W are 2 x 10"4 £/|EF and 3.3 x 10~5 C/REF, respectively, at 
Y* = ±2, and approximately zero at X* = - 1. 

The present experimental investigation was undertaken in a 
rectangular chamber with a cross-section aspect ratio of 4:1. 
The two-dimensionality checks of the spanwise axial and trans
verse mean-velocity profiles have been conducted, and the 
profiles for various X* stations are rather symmetric about 

Z* = 0, and the two-dimensionality is within 2.7 percent of 
f^REF-

Uncertainty Estimates. The mean velocity and turbulence 
intensity components were calculated from the probability den
sity function of the measurements (Liou et al., 1988). There 
were typically 4096 realizations at each measuring location. 
The corresponding statistical error was between 0.1 and 2.4 
percent in the mean-velocity component and between 2.2 and 
3.1 percent in the turbulence intensity component for the 95 
percent confidence level. The error in t/REF was ±1.4 percent. 

In this study, the LDV velocity bias error was first corrected 
by using the well-known weighting method of McLaughlin and 
Tiedermen (1973) for regions where local turbulence intensity 
was below about 25 percent (Drain, 1980). The difference 
between weighted and unweighted data sets was found to be 
below 2 percent. For regions in the shear layers of the axial 
jet, in the impinging zone of side-inlet jets, and in the sepa
ration bubbles, the turbulence level was typically very high, 
and near-zero velocities frequently appear due to flow reversal 
resulting in very large weighting vectors and, in turn, in an 
overcorrection. For these regions, therefore, measurements 
were repeated using the equal time interval sampling, and the 
error due to velocity basis was found to be within 4.6 percent. 

The check of mass continuities for the measured mean axial 
velocity profiles after being corrected for velocity bias error 
was made. The continuity error was within 3.7 percent and 
was larger for the stations cutting across the separation bubbles 
located immediately downstream of the side-inlet ports. These 
separation bubbles will be shown shortly. The sources of the 
continuity error may be partly reduced by using a rotatmeter 
(Fig. 1) with a finer scale to monitor the blower output more 
accurately. 

Results and Discussion 

Mean Flow Pattern. The measured mean flow patterns for 
Ma/Ms = 0.025, 0.11, and 1.28 are presented in terms of 
velocity vectors in Fig. 3, and are found to be rather symmetric 
with respect to the combustor axis. The plot reveals significant 
influence of the value of Ma/Ms on the mean flow pattern, 
especially the recirculating flow in the dome region ( - 1 < X* 
< 0). For Ma/Ms = 0.025, Fig. 3(a), the axial jet is too weak 
to penetrate through the two side jets, and thus deflected by 
the side jets to form a pair of weak counterrotating vortices 
in the dome region. In contrast, the axial jet for the case of 
Ma/Ms = 1.28, Fig. 3(c), is so strong that it is able to penetrate 
directly through the impinging zone of the two side jets. The 
axial jet in the dome region has an almost constant width and, 
hence, acts as a flat plate deflecting the side jets toward the 
dome plate (X* = - 1.0) to form two counterrotating vortices 
whose rotational directions are opposite to those shown in Fig. 
3(a). Two more observations can be made from the Ma/Ms = 
0.025 case. First, Fig. 3(a) shows that near the upstream corners 
(X* = 0, Y* = ±1) of the side-inlet ports there is a small 
and narrow pair of recirculating vortices, which is absent for 
the case of Ma/Ms = 1.28, generated by the entrainment of 
the side jets. Second, the motion of the nearly stagnant fluids 
in the region of (X* = 0, -0.2 < Y* < 0.2) is characterized 
by the bimodal probability density function (PDF) as shown 
by Fig. 4, which is a plot of iso-contours of joint PDFs of u-
and v- fluctuations. Similar bimodal PDF has also been found 
around the stagnation point in the side-dump combustors with
out the axial jet (Liou et al., 1990). These bimodal PDFs 
indicate large scale oscillations resulting from the out-of-phase 
modulation in the velocity profiles of two side-inlet jets (Nos-
seir and Behar, 1986). In contrast, there is no bimodal PDF 
in the corresponding region for the Ma/Ms = 1.28 case, as 
indicated by Fig. 4, due to the disappearance of the stagnant 
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spread rate of the axial jet parallels that of the two-dimensional
plane jet. On the other hand, the spread of the axial jet for
MaiMs = 0.025 is inhibited by the side jets near X· = 0 and,
therefore, confined in the dome region. The most interesting
case is MaiMs = 0.11. For this case, Fig. 6 shows that the
width of the axial jet in general increases at a rate faster than
that of the two-dimensional plane jet and that of MaiMs =
1.28 case. In particular, it grows abruptly between X· = 0
and X· = 0.5, indicating that very strong mixing between the
axial jet and the side jets occurs in this region.

The connection between the enhanced mixing of MaiMs =
0.11 and flow oscillation can be drawn from the velocity power
spectral analysis (Liou and Wu, 1992). Typical power spectra
of the axial-velocity fluctuations at (X', Y') = (0.27, 0.33)
in the impingement region (0 < X· < 0.5) are shown in Fig.
7 for the three investigated cases. The fundamental frequencies
at f = 250 Hz and 290 Hz can be clearly identified for Mal
Ms = 0.025 and 0.11, respectively, and the harmonic frequency
at f = 580 Hz is also observed for MaiMs = O. I I. In these
two cases, the distinct peak frequencies in the velocity power
spectra represent the well organized flow structures (Schadow
et aI., 1987). Moreover, the peak value in MaiMs = 0.11 case
is higher than that in MaiMs = 0.025 case, indicating a more
coherent flow structure in MaiMs = 0.11 case. Consequently,
a stronger mixing process induced by the more organized struc
ture is found for MaiMs = 0.11 in the region between X· =
oand 0.5. As for the MaiMs = 1.28 case, there is no distinct
peaks and therefore lacking of coherent structures in the region
between X· = 0 and 0.5, a rationale for the low spread rate
of the axial-jet half-width and thus poor noncoaxial mixing in
this region.

To achieve highestcombustion efficiency in the combustor
investigated it was reported that two processes were critical

Ma/Ms= 0.025

(X· 1.4)

I X'
-I 0 05 1.5 2 2.5

1 I I I
0 2 3 4 em

Ma/Ms= 0.II(X~1.3)

Ma/Ms= 1.28(X;"I.I)~I[J I II''-.....;:::;:'9
y'
o

-I

Fig. 4 Iso·contours of joint PDFs of axial and transverse mean veloc·
Itles at (X', y', Z') = (0,0,0). (Uncertainty in U1UREF and V/UREF: less
than ± 3.6 percent.)

fluids caused by the penetration of the strong axial jet. For
the same reason, the bimodal PDF is not observed in the
corresponding region of MaiMs = 0.11 case, either. For Mal
M s = 0.11, a value between 0.025 and 1.28, Fig. 3(b) indicates
that the central part of the axial jet penetrates through the
side jets, and the edge part is deflected by the side jets to form
a pair of counterrotating vortices, similar to those shown in
Fig. 3 (a) but stronger in strength, in the dome region.

Around the downstream corners (X' = 0.5 and y' = ± 1
in Fig. 3) of the side-inlet ports, the sharp turning of the side
jets leads to a pair of separating bubbles immediately down
stream of the side inlets. In between the two separation bubbles
lies a nozzle-like flow passage where the core flow undergoes
contraction and expansion. Further downstream, the mean
flow redevelops and becomes unidirectional as X' > 4, and
approaches nearly fully developed as X' > 9.

The reattachment length of the separating bubble has his
torically been used to assess the overall predictive capability
of turbulence models. Its variation with MaiMs is thus shown
in Fig. 5, where a typical flow-visualization result using light
thread attached to the wall for MaiMs = 0.11 is also included
for comparison. It is obvious that in Figs. 3 and 5 the reat
tachment length decreases with increasing MaiMs because the
push strength produced by the axial jet and then forcing the
separated stream to flow toward the side walls (X' > 0.8,
y' = ± 1, Fig. 5) is proportional to the penetration depth of
the axial jet and in turn to the MaiMs.

Noncoaxial Mixing. Information on the local strength of
mixing between the axial jet and the side jets can be provided
by plotting the axial-jet half-width Bj (defined as the transverse
distance between Ym where V = Vrn• x and YO.5 where V =
1/2 Vrn•x) versus streamwise distance X', as shown in Fig. 6,
which is obtained from mean-velocity (VIVm•.) contours. It
can be seen that the spread of the axial jet for MaiMs = 1.28
first remains approximately constant and then increases up to
nearly two times the width of a two-dimensional plane jet (0.5
=:; X· =:; 0.8). As the flow proceeds further downstream, the
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see Fig. 4 caption.) 

(Schadow and Chieze, 1981a): (1) axial-plume ignition in the 
extreme fore-end of fuel (axial jet)/air (side jets) mixing region 
near the axial-jet port to achieve highest, near stoichiometric 
local combustion temperatures before excessive air mixing oc
curred, and (2) good penetration of the ignited, reaction plume 
into the air stream to achieve good mixing and combustion. 
Among the three cases studied, only the Ma/Ms = 0.11 case 
(Figs. 6 and 3b) meets the above-mentioned two critical proc
esses. In the other two cases, Ma/Ms = 1.28 (Figs. 6 and 3(c)) 
and 0.025 (Figs. 6 and 3(a)), either little axial/side jet mixing 
has taken place in the dome region for the former or the axial 
jet does not penetrate into the side jets for the latter. The close 
correlation between this study and the work of Schadow and 
Chieze (198lb) can be further illustrated by the following com
parison. Based on combustion efficiency measurement and 
flame characteristics photography, Schadow and Chieze 
(1981b) found that (1) axial plume ignition occurred down
stream of the side inlets for MJMS = 0.86 (or Ms/Ma =1.16 
in Schadow and Chieze, 1981), (2) that plume ignition near 
the axial-inlet port and good reacting plume penetration 
through the side-inlet air were obtained for Ma/Ms = 0.2 (or 
Ms/M„ = 5.02), resulting in highest combustion efficiency, 
and (3) that the flame was confined in the dome region up
stream of the side inlets for Ma/Ms = 0.065 (or Ms/Ma = 
15.4). These results parallel those observed in the present work 
for Ma/Ms = 1.28, 0.11, and 0.025, respectively. 

Fluctuation Velocity Correlations Nondimensionalized 
Reynolds shear stresses for Ma/Ms = 0.11 are plotted as con
tours in Fig. 8. Large values of -Tw are distributed along the 
shear layers where steep mean-velocity gradients prevail, as 
shown by the mean-velocity (t//t/REF and V/UmF) contours 
in Fig. 9. Peak values of -0.04l/REF and -0.03(7REF (Fig. 8) 
are, respectively, found to occur around X* = -0.8, a narrow 
one early in the axial-jet shear layer (Fig. 9, t//C/REF), and X* 
= 0.0, a broader peak where the axial-jet shear layer (Fig. 9, 
U/UKEF) and the side-jet shear layer (Fig. 9, K/f/REF intersect. 
Around X* = 1.0, a short distance upstream of reattachment 
(X* = 1.3), another broader peak of -uv = -0.03fJREF(Fig. 
8) appears in the separation-bubble shear layer (Fig. 9, U/ 
£4EF)- Figure 8 also shows that peaks of turbulence kinetic 
energy, k, follow those of Reynolds shear stress since turbu
lence extracts energy from the mean flow by working Reynolds 
stresses against mean-velocity gradients. The peak values of k 
are 0.27, 0.11, and 0.09t/REF at X* = -0 .8 , 0.0, and 1.0, 
respectively. The highest peak, k = 0.27, occurring around 
X = -0.8, will enhance fuel/air mixing in this region, and 
as a result, tend to facilitate axial-plume ignition near the axial-
plume port. In addition, the dome recirculating flows shown 
in Fig. 3(b) ensure flame anchorage. The peak values of k 
around X* = 0.0 and 1.0, and the jet-width growth shown in 
Fig. 6 all suggest good mixing and combustion. These obser
vations again tend to support the fulfillment of two critical 
processes by the Ma/Ms = 0.11 case. 

As X* > 4, the lack of mean-velocity gradients, as shown 
by Fig. 3, results in the lack of energy extraction from the 

mean flow. This fact illustrates the approximately invariant 
mean velocity profiles (Fig. 3(b)) in the region far down
stream. However, the level of turbulence kinetic energy (Fig. 
8) is continuously decaying as X* > 4, for instance, from k/ 
Ui 0.06 to 0.02, due to dominance of viscous dissipation. 

Summary and Conclusions 
The turbulent flow field in a simulated SDR combustor has 

been investigated experimentally using LDV and flow visual
ization. The three types of flow associated with the three mo
mentum ratios of the axial- to side-inlet jet examined in detail 
in the present study and the agreement between LDV measured 
and flow visualized mean reattachment lengths provided a good 
test of computational models. As MJMS increased from 0.025 
to 1.28, the rotational direction of vortices in the dome region 
reversed, the penetration depth of the axial-jet increased, and 
the size of separation bubbles decreased. It was found that 
Ma/Ms = 0.11 was preferable to Ma/Ms = 0.25 and 1.28 for 
the reason of more appropriate axial-jet penetration, axial/ 
side jet mixing, dome recirculating flow pattern, and turbulent 
kinetic energy distribution. Furthermore, the results and dis
cussion presented in this cold-flow study were found to provide 
physical illustrations, from the fluid dynamical point of view, 
for the ignition, flame characteristics, and combustion effi
ciency occurring in the corresponding reacting flows investi
gated by previous researchers. 
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Simulation of the Nonreacting 
Flow in a Bluff-Body Burner; 
Effect of the Diameter Ratio 

llliS-Filipe Martins Axisymmetric vortex simulation is used to study the unsteady dynamics of the 
flowfield generated by the interaction between two concentric jets initially separated 
by a thick bluff-body. The computational scheme treats convective transport in a 

Ahmed F. GllOniem Lagrangian sense by discretizing the vorticity into a number of finite-area vortex 
ring elements which move along particle trajectories during each convective substep, 

Massachusetts Institute of Technology, tnus reducing the numerical diffusion and allowing simulations at high Reynolds 
Cambridge, MA 02139 number. In this paper, investigation is focused on the time-dependent dynamics and 

the effect of the diameter ratio across the bluff-body on the wake flow. In both 
cases simulated, the dynamics is governed by the shedding of large vortex eddies 
from the inner and outer sides of the bluff-body. Mixing between the two streams 
is enhanced by the merging of these eddies downstream the bluff-body and the 
formation of composite structures. We find that the frequency of shedding, the level 
of fluctuations and the degree of organization are strongly dependent on the diameter 
ratio. The fluctuation associated with this shedding increases as the diameter ratio 
becomes larger. The origin and mechanism of shedding in each case are determined 
from the results. 

I Introduction 
A large class of turbulent diffusion flames utilized in in

dustrial and propulsion applications can be modeled by two 
concentric jets of fuel and oxidizer separated by a thick annular 
interface known as a bluff-body. The latter is used to create 
a recirculation zone in which the two streams thoroughly mix 
and react. Experimental studies of the nonreacting and reacting 
flows in this geometry have been conducted to investigate the 
stability of the combustion process (Roquemore et al., 1982, 
and 1984) and to determine the turbulent flame structure under 
these circumstances (Namazian et al., 1988 and 1989). In most 
cases, and for a range of inner jet/annular flow velocity ratio, 
which depends on the diameter ratio across the interface, large-
scale oscillations and vortex shedding downstream the bluff-
body were observed in both the nonreacting and reacting flows. 
In this work, we apply an axisymmetric vortex method to 
simulate the unsteady flow in this configuration. Numerical 
results are used to investigate the dynamic processes leading 
to vortex shedding, mixing and strong oscillations in this sys
tem. 

Strong oscillations were observed in the nonreacting flow 
experiment of Kenworthy (1971) who found that as the velocity 
ratio approached unity, the fluctuation level increased sub
stantially. The possible role of acoustics in these oscillations 
was ruled out by varying the velocity of the streams and the 
interface diameter, and by widely differentiating between the 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
February 26, 1991; revised manuscript received July 10, 1992. Associate Tech
nical Editor: S. A. Ragab, 

acoustic frequencies of the system and those associated with 
convective time scales. It was concluded that the oscillations 
were primarily axisymmetric and were generated in the wake 
of the bluff-body. The presence of strong fluctuations, asso
ciated with the downstream motion of large eddies, was sup
ported by the flow visualization studies of Li and Tankin (1986) 
under nonreacting and reacting flow conditions in a well con
trolled experiment. Similar observations were made by Kelly 
et al. (1989 and 1990). The origin and mechanism leading to 
flow fluctuation in the bluff-body wake are the subject of this 
paper. 

In most experimental studies, the time-dependent dynamic 
behavior of the recirculation zone is photographically docu
mented. Point measurements are used to describe the mean 
flow in terms of streamline plots. These plots show that the 
flow pattern is substantially altered as the velocity ratio across 
the bluff-body changes. Figure 1 depicts three different average 
streamline patterns for bluff-body flows. Figure 1(a), repro
duced from Kenworthy (1971), exhibits experimental results 
for the effect of the velocity ratio on the structure of the wake 
behind a bluff-body with a diameter ratio Da/Dj = 4. The 
velocity was measured on a uniform grid using a hotwire in 
nonreacting air streams, and the streamlines were obtained by 
integrating the values of the velocity. Figure 1(b), taken from 
Roquemore et al. (1983), depicts a schematic representation 
of the streamlines in a reacting flow downstream a bluff-body 
with Da/Dj = 29. The instantaneous streamline pattern was 
inferred from flow visualization studies of the reaction zone. 
Figure 1(c), obtained from the computations of Martins (1990), 
shows the average streamline pattern for a configuration with 
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Da/Dj = 10, at four different velocity ratios. The streamlines 
were obtained from instantaneous velocity values averaged 
over a sample of more than a 1000 time steps. The detail of 
the numerical simulation, the averaging procedure, and the 
reason for choosing the sample size will be discussed in the 
Results section of this paper. 

These results indicate that the flow in the wake of the bluff-
body gradually changes from a recirculating flow downstream 
a sudden expansion at low jet velocity to a jet flow with weak 
outside recirculation at high jet velocities. This transition from 
annular flow dominated wake to a jet dominated wake is ac
companied with the shortening of the overall recirculation zone 
length, the displacement of the stagnation point(s) off the axis 
of symmetry and the reversal of the entrainment pattern from 
that of jet fluid into the annular flow, into annular fluid into 
the jet flow. As we will show in this paper, the strong de
pendence of the average streamline pattern on the velocity ratio 
starts at the time-dependent level, i.e., the instantaneous flow 
exhibits substantial changes as the velocity ratio is varied. 
Another parameter, which affects the flow dynamics, is the 
diameter ratio of the inner jet to the annular flow. 

Journal of Fluids Engineering 
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Fig. 1(b) 

In this paper, we use vortex simulation to study the origin 
of the oscillation in a nonreacting bluff-body flow with equal 
velocities for the jet and annular flows. The formulation of 
the scheme is described in some detail in Section II. One novel 
feature of the implementation of the vortex method is the 
utilization of the finite-element method to obtain solutions for 
the Laplace equation which is used to model the velocity com
ponent necessary to satisfy the potential boundary condition. 
This implementation endows the computer code with a degree 
of flexibility not available before. In Section III, the effect of 
the diameter ratio on the dynamics is investigated by comparing 
results for two different configurations. In both cases, the 
computed mean velocity profiles and peak frequencies are com
pared with experimental results. In Section IV, we summarize 
and review some preliminary conclusions. 

II Formulation and Numerical Scheme 
The two-dimensional continuity and momentum equations 

for an incompressible, axisymmetric, nonswirling flow are: 
a a 

V-u = 0, o r - (ru)+ — (rv)=0, (I) 
dr dz 

du 1 dp (d2u 1 du u d2u\ 
dt Pf dr \dr2 r dr r2 dz2/ 

dv 1 dp (dv 1 dv d2v\ 
dr pf dz \dr r dr dz J 

where pf is the fluid density, V = d/dr er + d/dz ez, u is the 
velocity vector, u and v are the velocity components in the 
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Fig. 1 The average streamline pattern for bluff-body flows at different 
jet/annular flow velocity ratios: (a) experimental results of Kenworthy 
obtained for Da/0y = 4; (b) a schematic representation based on the 
reacting flow experiment of Roquemore et al. showing an annular flow 
dominated regime (top), a transitional regime (middle) and a jet flow 
dominated regime (bottom); (c) numerical results obtained for DJDS = 
10 

radial, r-direction and axial, z-direction, respectively, t\s t ime, 
p is pressure, and v is the kinematic viscosity. The flow is 
restricted to the meridian plane and the origin of the coordinate 
system is set at the beginning of the computat ional domain, 
see Fig. 2. The solution of Eqs . (1) and (2) is subject to : 

(a) the no-slip condit ion, u,(x„ /) = 0, where u, is the 
velocity component tangential to the solid surfaces and \ s is 
the boundary coordinate , and, 

(b) the no-flow (potential) condition, u„(xs, t) = 0, where 

Zb= 1.0 
Fig. 2 The geometry of the computational domain and the definition 
of variables 

u„ is the velocity component normal to the boundary along 
the solid walls of the domain . At the inlet and exit sections, 
the normal velocity must also be specified. 

In vortex methods , the momen tum equation is replaced by 
the vorticity t ransport equation which is obtained by taking 
the curl of Eq . (2), 

J_ /d2co 1 dco 

R 

dco co 
— + u- V c o - w — = 
dt r dr 2 r dr r1 dz2 (3) 

where to = du/dz - dv/dr is the vorticity in the aximuthal 
direction. Note that the pressure term disappears since V x 
V p = 0, and that uu/r is the vorticity stretch term associated 
with the radial expansion or contraction of vortex lines. In 
Eq. (3), variables are normalized with respect to the appro
priate combinat ion of the channel radius, R0, and the annular 
flow velocity, Ua. The Reynolds number is defined as R — 
UaR0/v. 

The continuity equation is satisfied using Stokes' stream 
function, \p, defined such that : 

1 d\j, _, 1 dip 
• - — and v = - — . 
r dz r dr 

(4) 

Substituting in the definition of vorticity, we get the following 
relationship between vorticity and the stream function, 

rW dr\rdr 
+h (7) = -*<i.<>. (5) 

The axisymmetric vortex method is based on the discreti
zation of the vorticity field into a number of finite-area, vortex-
ring elements, and the transport of these elements along particle 
trajectories during the convective substeps. Vorticity diffusion 
is simulated using a combination of random walk and a de
terministic component. In the following, the derivation of the 
scheme is summarized. 

First, the vorticity field is discretized into a number, N, of 
infinitely thin vortex rings; 

co(x, 0 = £ ) r , S ( x - X , ) . (6) 

where F, is the circulation of the vortex element initially located 
at X,-. The velocity induced by a collection of thin vortex rings 
is obtained by substituting Eq. (6) into Eq. (5). The resulting 
expression for the stream function is: 

r, ^x> ') = S T- (su + S2i)[KM+E(\,)]l (7) 

where 

and, 

while, 

and 

i / = \ M S2//i/=V (z-h)2+ ( r+ / -p , ) 2 , 

\=(S2i-Su)/(S2i + Sii), (8) 

A-(X) = l /V(( l -XV)d-? 2 ) )^ , 
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vi(Pi+5,0) 

Fig. 3 The velocity distribution, induced by a finite-area vortex ring 
element 

£ ( A ) = ( l/^J((l-\2t2)/(l-t2)dt, 
Jo 

(9) 

In the above, the coordinates of the center of the vortex-ring 
element, whose circulation T„ is x;(X/, t) = (p,-, f() where X;(X„ 
0) = X,-; K(K) and E(X) are the complete elliptic integrals of 
the first and second kind, respectively, and 0 < X < 1. 

The trajectories of a collection of vortex rings, due to the 
combined action of convection and diffusion, are obtained 
using an algorithm that satisfies Eq. (3). The velocity com
ponents are obtained from Eq. (4); 

N N 

K„(X, 0 = 2 ";(*, 0, and t>u(x, 0 = 2 Vi^x' ^' (10) 

where 

H,-(X, 0 = -
r, (z-h)(su+s2i) 

2W; slis2i 

K(h) • 
s2i su\ E(\j) 

(11) 

and 

i>,-(x, 0 = 
lien S\i ^2/ 

+ I [K(\i)-E(\i) 

+ ^ S u \ ^ _ r ^ E [ 

$2i S\i 
(12) 

where /•,• = Ix - x/l and uu is the vorticity induced velocity. 
The velocity induced by an infinitely thin vortex ring ap
proaches infinity as I x - x; I —• 0. To avoid this nonphysical 
behavior, elementary vortex rings with finite cores are used to 
discretize the vorticity field in Eq. (6). We assume that each 
vortex-ring element has a finite, circular core, with radius 8 
within which the vorticity is finite, co0 = r,-/52 (the equivalent 
of a Rankine vortex element in the two-dimensional method). 
Instead of evaluating the field produced by such element, it is 
assumed that the induced velocity field within the core varies 
linearly between a finite value, to be determined next, at the 
center of the ring core and a value calculated using Eqs. (11), 
(12) at the outer edge. This approximation is similar to the 
one used by Chorin (1973) in the two-dimensional method. 
This choice of the core function has been shown to work well 
in two-dimensional simulations, see Chorin (1973), Sod (1979), 
Choniem and Sherman (1985), Chorin (1978), and Ghoniem 
and Martins (1991). The velocity at the center of the ring, r 
= 8, is the self-induced velocity, vs, given approximately by 
the classical expression: 

us = Q, and vs = 
2-7TP 

In -0.25 (13) 

which holds for 5/p < 1. Nonetheless, this expression will be 
used for all values of 5/p. The velocity at the outer edge of 
the core is computed from Eqs. (11, 12), at point x = x + 
(5, 0) where x = (p, f) is the coordinate of the vortex-ring 
center. A schematic diagram showing the velocity distribution 

induced by a finite-area vortex ring element is shown in Fig. 
3. For a point x, the rotational velocity induced by a ring 
element at x = (p, D is as follows: 

If Ix — x I > <5, uu and t>w are given by Eqs. (11) and (12). 
If Ix - xl < 5, wM is obtained by interpolation between 0 at 
X and w(x + 5e), where e is the unit vector in the direction of 
(x - x). i>u is obtained at x by interpolation between vs at x 
and v(\ + 8e.) (14) 

Another velocity component must be added to uu to satisfy 
the potential boundary condition. This component is up = V$ 
and <j> satisfies the following conditions: 

V2<£ = 0; w i t h — (s)-
dn 

•(V„-uu(s))»n (15) 

In the above, 5 is an arc length defined on the boundary of 
the domain, dD, and measured from an arbitrary point, i.e., 
on 3D: x = \(s), and all variables are expressed as functions 
of s. \ p is the velocity of the boundary (zero on stationary 
boundaries), or is the fluid velocity as it crosses the domain. 
The solution of Eq. (15) is obtained using a finite-element 
discretization of the domain, assuming linear basis functions 
for 4>, and a Galerkin weighted residual minimization to ap
proximate the differential equation by a set of linear algebraic 
equations. The total velocity is u = uu + up. 

The motion of the vortex-ring elements is determined so that 
the vorticity field they are used to approximate satisfies Eq. 
(3), up to a numerical approximation error. This motion is 
split into two components: convection and diffusion. In the 
first component, the vorticity field satisfies du>/dt - u(u)/r 
= 0 (Helmholtz theorem). This is equivalent to d(w/r)/dt = 
dV/dt = 0 (Kelvin theorem), i.e., vortex-ring elements move 
along particle trajectories with fixed circulation, although the 
vorticity changes due to stretch. Note that the vorticity stretch 
term is implicity included in our analysis since the velocity field 
induced by a vortex ring depends on its radius. This should 
be expected since for a ring with radius p and core radius 8, 
irp28 = constant (continuity) and T = 27rp&o = 2co/r constant. 
This convective substep is implemented by integrating the 
equivalent system of differential equations: 

dxi 
dt 

= u(x/, 0 (16) 

In the computations, a second-order time integration scheme 
was used to update the location of the vortex elements, re
quiring two evaluations of the velocity of the vortex-ring ele
ments in each computational time step. The evaluation of the 
elliptic integrals was performed using an efficient method de
scribed in Hofsommer et al. (1963) and Byrd et al. (1954). 
Moreover, dense tables of these integrals were constructed at 
the beginning of the run, and second-order interpolation pol
ynomials were used to find their values at the desired points. 
The second component of motion, diffusion, is implemented 
by moving the elements each time step according to the fol
lowing algorithm proposed by Sod (1979). The diffusion op
erator in Eq. (3) is incorporated in two fraction steps. In the 
first step, random walk is used to obtain a stochastic solution 
of the first part of the diffusion operator: 

9co 1 /d2o> d2a 

dt R W^dt 
(17) 

by adding two independent, zero-mean Gaussian random num
bers (r/i, r)2) to the trajectory of each vortex element (Ghoniem 
and Sherman, 1985). The standard deviation of the random 
numbers is \flKt7R where At is the time step. In the second 
part of the diffusion substep, the solution of the second part 
of the diffusion operator, 
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Fig. 4 The number of the vortex-ring elements (blobs) in the domain 
for DJDj = 4 and same velocity for the jet and annular flow 

dt R r dr 

is obtained using the method of characteristics. By simple 
transformation of variables in Eq. (18), it can be shown that 
(w/r) is constant along the characteristic line defined by t + 
Rr2/2 = constant. Thus, the elements are displaced in the 
radial direction to satisfy 

pj(t + At)=pj(t)-— (19) 

Note that as before «//• = constant is equivalent to T = 
constant. The last term, which represents the adjustment of 
the element vorticity as its radius changes to maintain the 
constancy of the total circulation is identically zero in the two-
dimensional planar case. 

The no-slip condition is implemented by computing the slip 
velocity, us, at a number of selected points, separated by a 
distance h, along the solid boundary of the bluff-body, and 
generating vortex elements with strength V - ~ush at these 
points (Chorin, 1978). These elements are treated as vortex 
sheets that diffuse into the interior of the flow and are then 
transformed into vortex-ring elements when they move outside 
a small distance normal to the wall. The thickness of this 
diffusion sublayer, which resembles a numerical laminar sub
layer, is of the order of magnitude of the standard derivation 
of the random walk. 

The numerical parameters used to obtain the results pre
sented below were as follows: the time step, At - 0.05, the 
length of the vortex sheets used to satisfy the no-slip boundary 
condition along the bluff-body walls, h = 0.05 (the walls of 
the channel were treated as potential walls, i.e., no vorticity 
was created along the channel walls), the absolute value of the 
circulation assigned to each wall, T, = .05/12 (i.e., when the 
slip velocity is equal to the annular flow velocity, 12 vortex 
sheets are generated to satisfy the no-slip boundary condition 
at this point), the vortex sheet sublayer thickness normal to 
each solid wall is 1.5 times the standard deviation of the random 
walk. All results were obtained at R = 7000, which is expected 
to be within the transition-to-turbulence regime. The geometry 
of the computational domain is shown in Fig. 2. The origin 
of the coordinate system coincides with the left-hand side of 
the domain. The incoming flow velocities at the inlet section 
in the jet and the annular flow sides have top-hat profiles and 
are imposed at a distance equal to one channel radius upstream 
of the bluff-body face. At the exit plane, imposed a distance 
equal to six channel radii downstream the bluff-body face, 
vortex elements are deleted and potential flow component of 
the velocity is assumed constant across the channel. 

I l l Results 

Computations were performed for two cases: DJDj = 4 
(0.4 R0/Q.l R0) and 10 (0.5 R0/0.05 R0): For each configu
ration, simulations were obtained at several velocity ratios. In 
this paper, we will discuss the results for a single velocity ratio, 
Ua/Uj = 1, for the two configurations described above. Results 
of different velocity ratios for the second configuration are 
presented and analyzed by Ghoniem and Martins (1991) in 
other articles. We focus, on the unsteady flow dynamics and 
the processes leading to the mixing between the two streams 
when their velocities are equal. The Reynolds number of all 
the simulations is kept at 7000. Although this is lower than 
the value used in most experimental studies, previous work has 
shown that the large-scale structures of shear flows are weakly 
affected by the value of the Reynolds number, as long as the 
later is beyond its critical value for transition. Moreover, in
creasing the Reynolds number leads to the creation of more 
vortex elements, generated to capture the small scales of the 
flow, and this increases the cost of the computations. Thus, 
for the purpose of understanding the physics of the large-scale 
structure of bluff-body flow, we confine our simulations to R 
= 7000. 

III.I Thin Bluff Body. We start by analyzing the results 
of the thin bluff-body, DJDj = 4. To obtain these results, 
the computation started with a potential flow throughout the 
domain and vortex elements were introduced on the walls of 
the bluff-body to satisfy the no-slip boundary condition. As 
the flow reached a stationary state, in which a fixed pattern 
repeated itself periodically, or almost periodically, the number 
of vortex elements in the domain fluctuated between two limits, 
as seen in Fig. 4. The sharp drop in the number of vortex 
elements after the initial rise is due to the passage of a strong 
eddy that forms during the initial transient from a potential 
flow to a stationary shear flow. This drop occurs only in the 
cases of thin bluff-bodies. The weak fluctuations in the number 
of vortex elements following this transient is associated with 
the formation and shedding of large vortical structures near 
the bluff-body, and their departure from the computational 
domain. The fact that the flow has reached stationary state is 
evident from Fig. 4. Note that perfect periodicity is not ex
pected since the flow is not forced at any particular frequency. 
Moreover, the random walk algorithm used to simulate dif
fusion introduces random perturbations which manifest them
selves as nonperiodic fluctuations throughout the flow. 

Figure 5 shows the vortex-ring elements and their instan
taneous velocities at different time steps during a typical cycle. 
Each frame in Fig. 5 shows the computational results in a 
single time step inside the area between the outer wall of the 
channel and the centerline of the bluff-body. Only a part of 
the computational domain is shown in the streamwise direc
tion. The cyclic events that take place in this flow consist of 
the following five events which are shown in the five frames 
in Fig. 5: 

1 The formation of a large toroidal eddy, which rotates in 
the clockwise direction, on the outer edge of the bluff-body 
due to the roll-up of the annular flow boundary layer. During 
this part of the cycle, some of the inner-jet fluid escapes along 
the centerline. 

2 The formation of a smaller toroidal eddy, which rotates 
in the counter-clockwise direction, on the inner edge of the 
bluff-body due to the roll-up of the inner jet boundary layer. 
This eddy remains confined by the annular-flow eddy. 

3 The separation of the annular-flow eddy from the bluff-
body as the jet-eddy fills the gap between it and the bluff-body 
face. 

4 The separation of the jet eddy from the bluff-body face 
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merging 

TIHE-50.00 STEP-1000 ELEMENTS'2927 

"flame turbules" of Roqumore and Britton 

Fig. 5 The vortex ring elements and their velocity vectors at different 
time steps during a typical cycle for Da/0, = 4. Arrows identify the large 
eddies. 

as it is entrained by the annular-flow eddy while the latter is 
flowing downstream. 

5 The pairing of these two eddies as they flow downstream 
and the formation of a single composite structure within which 
the two fluids mix. 

The entire series of events, (1) to (5), repeats themselves 
again during each cycle. The same events can be inferred from 
the streamline plots of the flow in the near-wake region of the 
bluff-body, shown in Fig. 6 at four different time steps within 
the same cycle as in Fig. 5. To obtain the streamlines, the 
velocity, computed on a uniform grid, is integrated and then 
contours of constant 4> are plotted. This process involves some 
inevitable averaging and smoothing. The streamlines are shown 
between the bluff-body face and a point located halfway be
tween the bluff-body face and the exit of the computational 
domain, and between the centerline and a point in the free 
stream. The series of events described above is evident from 
these plots. Vorticity generated on the inner and outer sides 
of the bluff-body have opposite signs, consistent with the slip 
velocity over the corresponding walls, and hence form eddies 
that rotate in opposite directions as shown by the arrows on 
the streamline. The jet fluid that escapes the roll-up process 
is also indicated by the streamlines moving along the centerline 
of the channel. As the two toroidal eddies merge, the vorticity 
within the new structure is reduced by cancellation and the 
overall rotation of the new structure becomes less pronounced 
than the individual eddies before merging. 

It is interesting to note here, without discussing the detail 
of the evidence, that large-scale vortex shedding from the wake 
of the bluff-body occurs due to the destabilization of the re-

TIME-49.0 STEP-980 

Fig. 6 The streamlines in the near wake region for the case shown in 
Fig. 5 

circulation zone induced by the action of the inner jet. At 
much lower jet velocities, it is found that the recirculation zone 
behind the bluff-body remains almost steady, i.e., no large-
scale shedding is observed, with weak oscillation on the shear 
layer between the recirculation zone and the incoming flow. 
As the inner-jet velocity is increased, its penetration into the 
recirculation zone becomes deeper. At a critical velocity ratio, 
the jet breaks through the recirculation zone and vortex shed
ding from the wake becomes significant. The fundamental 
mechanism of this destabilization is not yet clear. Evidently 
the roll-up of the boundary layer of the inner jet forms an 
eddy which competes for the space between the eddy formed 
from the annular flow and the bluff-body surface, causing the 
annular-flow eddy to separate from the latter. 

The unsteady dynamics is characterized by the frequency of 
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Fig. 7 Streamwise velocity spectra at x = (0.0, 1.47), shown on top, 
and x = (0.4, 1.37), shown in bottom, depicting the frequencies nor
malized as Strouhal numbers 

eddy shedding which is obtained by determining the frequency 
of velocity fluctuations. It is expected that the dominant fre
quency will depend on the location of the velocity measurement 
point since several shedding and pairing events co-exist in the 
domain. Moreover, other frequencies are expected to appear 
in the velocity fluctuation due to the nonlinear interaction 
between the different modes of oscillation. The frequency was 
measured by collecting a sample of streamwise velocity at sev
eral points close to the bluff-body, and performing a Fourier 
transform to identify the frequency at which higher peaks 
occur. 

Two spectra, which correspond to a point located along the 
centerline slightly downstream the average length of the re
circulation zone, and a point located along the outer radius 
of the bluff-body and almost the same axial distance as the 
first point, i.e., at x = (0.00, 1.47) and (0.40, 1.37), are shown 
in the upper and lower sides of Fig. 7, respectively. The two 
spectra show two peaks at 1.163 and 0.129, respectively as
sociated, as will be shown next, with shedding along the jet 
axis and the outer edge of the bluff-body. Note that the fre
quency in this figure is normalized by the radius of the channel 
and the annular flow velocity. The first spectrum, measured 
along the jet axis, shows a peak at a frequency very close to 
the peak frequency in the second spectrum. The presence of 
this peak in both spectra indicates that the structure responsible 
for its formation, which is shed at this frequency, covers the 
entire region between the two points. The formation and shed
ding mechanism of this structure will be discussed next. 

The origin of the peak in the spectrum shown at the upper 
side of Fig. 7 can be identified by computing a Strouhal number 
based on the jet diameter and velocity, St,- = fD/Uj = 0.23. 
This is close to the most preferred frequency of a free jet (Ho 
and Huerre, 1984) and is close to the frequency measured by 
Kenworthy (1971) in the same configuration, St = 0.25. Ken-

Fig. 8 The computed mean velocity on a grid 

RADIUS 

Fig. 9 A comparison between the measure, - o - o - , and computed, 
• - - -, streamwise velocity at a distance, 0.4 downstream the bluff-body 
face 

worthy (1971) measured this same frequency also when the 
annular flow was turned off, confirming that its origin is the 
jet instability. Thus, in this case, shedding from the inner edge 
of the bluff-body is due to the inner jet instability. On the 
other hand, the peak in the spectrum on the lower part of the 
figure is associated with the shedding from the outer edge of 
the bluff-body. This can be established if we define a Strouhal 
number on the basis of the annular-flow velocity and the bluff-
body outer diameter, St„ = fDa/Ua = 0.1. This is the char
acteristic frequency of shedding from a bluff-body without an 
inner jet (a center-body). The latter has been found, both 
numerically and experimentally, and for a variety of bluff-
body configurations, to be 0(0.1-0.2) (Najm and Ghoniem, 
1991). 

The mean flow is obtained by averaging the velocity field, 
computed on a fixed grid, over a sample of almost 1000 time 
steps. This sample is long enough to cover several large-scale 
sheddings at the lowest observed frequency. The average ve
locity on the grid is depicted in Fig. 8 and the corresponding 
streamlines are shown in Fig. 1(c). In the experimental and 
numerical results, the recirculation zone consists of two counter-
rotating bubbles, the average stagnation point is away from 
the centerline of the flow, and the average reattachment length 
is almost 1.5 the outer bluff-body diameter. Note that in this 
axisymmetric simulation, a stagnation point in a meridian plane 
corresponds to a circle in the azimuthal plane. While there is 
a good overall agreement between the two results, some of the 
detail of the computed flow in the recirculation zone are dif
ferent from the experimental measurements. This is, in part, 
due to the lack of three-dimensional mechanisms in the sim
ulation. However, these mechanisms do not seem to influence 
the large-scale features of the flow. Note that these "direct" 
simulations do not involve any adjustable parameters. 

More comparisons between the computed results and Ken-
worthy's measurements are shown in Fig. 9, where the average 
axial velocity is plotted across a section located one bluff-body 
radius downstream the bluff-body face. The disagreement be-
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Fig. 10 The total number of vortex ring elements in the domain for D„l 
Dj = 10, and the same velocity for the jet and annular flow. The figure 
shows three cycles starting at t = 7.5 and ending at 67. 

TIME = 22.00 STEP = 440 ELEMENTS = 1713 RE = 7000.00 

TIME = 24.00 STEP = 480 ELEMENTS = 1883 RE = 7000.00 

TIME = 26.00 STEP = 520 ELEMENTS = 2109 RE = 7000.00 

TIME = 28.00 STEP = 580 ELEMENTS = 2408 RE = 7000.00 

7TME = 30.00 STEP = 600 ELEMENTS = 2735 RE = 7000.00 

Fig. 11 The vortex ring elements and their velocity vector at different 
time steps during a complete cycle 

tween the results within the jet is due to the mismatch between 
the velocity profile at the bluff-body within the jet, being 
parabolic in the computation and somewhat more flat in the 
experiment. 

There is a strong qualitative similarity between the numerical 
results of the unsteady flow and the flow visualization pictures 
of Kenworthy (1971). In the latter, two recirculation bubbles, 
near the inner jet and the outer diameter of the bluff-body, 
are identified. Another interesting qualitative similarity is seen 
between the unsteady dynamics of the incompressible flow here 
and the results of the reacting flow experiment of Roquemore 
et al. (1984). In that study, it was found that the combustion 
process is highly intermittent and is associated with the shed-

TIME = 32.00 STEP = 640 ELEMENTS = 3064 RE = 7000.00 

TIME = 34.00 STEP = 680 ELEMENTS = 3325 RE = 7000.00 

TIME = 36.00 STEP = 720 ELEMENTS = 2060 RE = 7000.00 

TIME = 38.00 STEP = 760 ELEMENTS = 1932 RE = 7000.00 

Fig. 11 (conl) 

ding of "fireballs" or flame "turbules," an expression coined 
by those authors to describe the flame structure in their ex
periment. Our numerical simulation indicates that since the 
pairing between the two eddies shed on the jet and annular 
flow sides is the mechanism governing the mixing between the 
fuel and air streams, combustion must occur within these com
posite eddies in an intermittent fashion. Clearly, the form of 
the combustion zone within these composite eddies will exhibit 
the characteristics of a vortex-ring structure, thus the name 
turbule. 

An extensive account of the formation and shedding of large-
scale vortical eddies in the nonreacting and reacting flows was 
also given by Li and Tankin (1986). These experiments and 
extensive numerical simulations done using the code described 
in this paper have shown that the dominant flow structure 
depends on the velocity ratio and the diameter ratio of the 
bluff-body (see Martins, 1990 and Ghoniem and Martins, 1991). 
In the reacting flow case, it is expected that heat release would 
also affect the unsteady flow structure, and that system acous
tics may play a role in determining the peak frequencies. Sim
ulations and analysis of bluff-body stabilized reacting flow will 
be performed in the future. 

III.2 Thick Bluff Body. We now describe the results ob
tained for the case Da/Dj = 10, selected to model the exper
iment of Kelly et al. (1989) and (1990). This experiment was 
performed using methane as a jet fluid and air for the annular 
flow, i.e., two steams with two different densities, in a non-
reacting and a reacting mode. The results of this experiment, 
as well as previous work on jet mixing, indicate that the sim
ilarity parameter governing the overall behavior of this flow, 
such as jet penetration and entrainment, is the momentum 
ratio of the two streams, i.e., paU

2
a/piU2

h Thus, we compare 
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Fig. 12 Instantaneous streamline plots for the case shown in Fig. 11 

our simulation results with the experimental data at the same 
momentum ratio. 

The fluctuation of the total number of vortex elements in 
the computational domain, shown in Fig. 10, is much higher, 
and occurs at a lower frequency than in the previous case, 
indicating stronger, slower shedding. The transient from t = 
0 to a stationary flow takes less time and produces a smaller 
peak in the number of elements than in the previous case. The 
fluctuations in the number of elements indicate that within 
each cycle, there are three subcycles identifiable by the presence 
of two small peaks followed by a continuous rise in the number 
of elements. The reason for the two peaks, and the dynamics 
of the flow within the wake during each major cycle is examined 
using the vortex elements and streamline plots next. 

According to Fig. 10, a full cycle starts around t = 20 and 
lasts until t = 40. Figure 11 shows the vortex elements and 
their instantaneous velocity vectors during the formation and 
shedding of two eddies on the inner and outer sides of the 
bluff-body, their pairing into a composite eddy, and re-initi
ation of the shedding process during this time span. Before t 
= 21, most elements in the domain move towards the exit with 
very few rings rolling up into eddies at the bluff-body. During 
the growth of the annular flow and the jet eddies on the inner 
and outer edges of the bluff-body, respectively, corresponding 
to 21 < t < 28, someof the jet fluid escapes the roll-up process 
and moves along the centerline in clumps of almost unmixed 
fluid. For 25 < / < 28, the two eddies separate from the bluff-
body. The reason for the separation of the annular-flow eddy 
from the bluff-body face appears to be the growth of the jet 
eddy to a size which covers the entire face of the bluff-body 
and competes with the annular-flow eddy. Meanwhile, the 
separation of the annular-flow eddy, which entrains with it 
the jet-flow eddy, leaves room for the formation of another 
eddy on the annular flow side. The two separated eddies leap
frog and/or pair into a composite structure while two new 
eddies form at the bluff-body during the period 28 < t < 33. 

The shedding-pairing process repeats itself for 30 < t < 33. 

The formation of new eddies at the bluff-body continues during 
the pairing of the previous pair of eddies. However, the process 
of formation of new eddies, due to reasons which are not 
clearly understood, breaks down leading to the dissipation of 
these eddies and the establishment of a laminar-like flow or a 
"lull" period during which eddies are not formed in the wake 
of the bluff-body, as shown in Fig. 11, during the period of 
34 < t < 36. This disorganized state, during which the fluid 
from both sides of the bluff-body moves downstream without 
rolling up into well defined large eddies, continues until t = 
39 when the entire cycle repeats itself again. 

The formation/shedding of a large composite structure from 
the wake occupies a period of At = 7.5 (150 computational 
time steps). During a complete cycle, which lasts for a total 
of / = 20, two composite eddies are shed, followed by a lull 
period of t = 5. Thus, a complete cycle corresponds to two 
subcycles of composite eddy sheddings followed by a lull pe
riod. The pairing of two eddies, or the formation of a com
posite structure from the jet and annular flow fluids, is the 
process by which mixing in this flow is greatly enhanced. The 
lull period, or the period of "confused" flow, as suggested by 
Sturgess and Seyd (1983) has been observed experimentally in 
similar flows. In the case of a larger diameter ratio, it has been 
observed that flame turbules are shed from the downstream 
edge of the recirculation zone of the bluff-body, followed by 
a period of "confused flow" during which no shedding was 
observed. This lull period ends when two toroidal eddies form 
at the bluff-body and the shedding resumes. We found from 
computations at higher velocity ratios, 1 < U/Ua < 2, that 
the higher the velocity ratio, the longer is the lull period. At 
velocity ratios of two and higher, the annular flow recirculation 
zone becomes weaker and smaller and the inner jet acts almost 
like a free jet. This trend is evident from the average streamline 
plots in Fig. 1. 

The streamline plots of selected time steps during a complete 
cycle are shown in Fig. 12. In these plots, we emphasize the 
processes leading to the shedding of the annular-flow eddy 
and the jet eddy, their pairing into a composite eddy, and the 
onset of the second part of the cycle. The first process occurs 
as the jet eddy grows to a size where it separates the annular-
flow eddy from the face of the bluff-body. As the annular 
flow eddy moves downstream, it entrains the jet eddy and a 
composite eddy forms. The separation of this composite struc
ture is followed by the roll-up of the boundary layer on the 
outer diameter of the bluff-body and the formation of a new 
eddy. 

To further quantify the most important frequencies in the 
dynamics of this flow, we look at the spectra of the axial 
velocity at two stations, x = (1.47, 0.00) and (1.27,0.5), shown 
on the upper and lower parts of Fig. 13. The first is at a distance 
0.47 from the bluff-body and along the centerline. The highest 
peaks there are found at St = 0.135 and 0.22. Kelly et al. 
(1989) found that the highest peaks around this station are at 
St = 0.08 and 0.25. In the second spectrum, which is measured 
at a station along the outer edge of the bluff-body and at a 
distance 0.27 downstream of the bluff-body, the largest peaks 
are at St = 0.135 and 0.05. It is interesting to notice that the 
first frequency corresponds to a subcycle during which a com
posite structure is formed and shed from the wake, and the 
second corresponds to the complete cycle which includes two 
subcycles and a lull period. The shedding frequency of the 
composite structure from the wake of the bluff-body, described 
in terms of a Strouhal number based on the bluff-body di
ameter and the annular flow velocity is 0.135. This is different 
from the previous case in which the Strouhal number was 0.1. 
However, as indicated before, the wake shedding frequency 
ranges between 0.1 and 0.2. Thus, this frequency still corre
sponds to vortex shedding at the wake of the bluff-body. 

Since vortex shedding is observed in many wake flows, it is 
desirable to define a universal Strouhal number which ap-
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Fig. 14 The computed average velocity vectors 

proaches the same value for all cases. This has been attempted 
before by Calvert (1967) and Griffin (1979). A Strouhal number 
St* = fD*/U*, where D* is the diameter of the wake at which 
vortex shedding is observed and if is the mean flow velocity 
at the same point, has been suggested for this purpose. In our 
computations, D* = Da, as shown in Figs. 1 and 11. The 
average velocity in the channel is 0.7525. Thus, St* = 0.18. 
The values reported for a planar and an axisymmetric wake 
are 0.17 and 0.19, respectively. 

The average velocity vector in the domain is shown in Fig. 
14. In Fig. 15, we present a comparison between the numerical 
results and the experimental measurements of Kelly et al. (1989). 
Some of the difference between the two profiles is due to: (1) 
the Reynolds number effect, being 7000 in the numerical sim
ulations and 48000 in the experiment; (2) the velocity profile 
at the exit of the jet being fully developed in the numerical 
simulation and flat in the experiment; and (3) the lack of three-
dimensional mechanisms in the numerical simulation. We men-
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Fig. 15 Comparison between the computed and measured average 
streamwise velocity at three axial stations a distance 0.1, 0.2, and 0.4 
downstream the bluff-body face, shown from top to bottom. Continuous 
lines depict numerical simulation results and broken lines show exper
imental data. 

tion, in particular, that the exit profile of the jet is expected 
to have an effect on the detail of the recirculation zone, as 
observed by Ghoniem and Gagnon (1987). 

IV Conclusions 
Vortex simulation has been used to study the dynamics of 

the flow generated by the interaction between two concentric 
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jets separated by a bluff-body. The Lagrangian form of the 
scheme minimizes numerical diffusion and allows simulation 
at high-Reynolds number. The time-dependent computation 
reveals very strong dynamics which govern the mixing between 
the two streams. Comparison with experimental data show 
that the a priori prediction of the mean velocity distribution 
and the dominant frequencies are accurate. 

In this incompressible model, the origin of the fluctuations 
is a fluid dynamics instability related to the evolution of the 
separating vorticity layers which leads to vortex shedding on 
both sides of the bluff-body. Shedding is inhibited if the inner 
jet velocity is much smaller than the annular flow velocity. 
The destabilization of the recirculation zone due to the presence 
of the inner jet is associated with the formation of large eddies 
as the vorticity carried by the jet fluid rolls up downstream 
the bluff-body. Shedding results from the competition between 
the annular flow eddy and the jet eddy as they compete trying 
to attach to the bluff-body face. The mixing between the two 
flows is governed by the merging of eddies forming on the 
inner and outer edges of the bluff-body and the formation of 
structures at the downstream end of the wake. Within these 
structures, combustion is expected to occur leading to an over
all intermittent appearance of the reaction zone, as observed 
experimentally. 

In both geometries, the flow is jet dominated, i.e., the jet 
penetrates the recirculation zone and entrains the annular fluid 
as it leaves the wake region while the average stagnation point 
is off-axis. The entrainment mechanism is the merging of the 
two eddies. The level of fluctuations increases and the fre
quency of shedding decreases as the diameter ratio increases. 
In both cases, the average length of the overall recirculation 
bubble is almost 1.5 the diameter of the bluff-body. The or
ganization of the flow is less pronounced as the diameter ratio 
increases and as the jet velocity increases. As the diameter ratio 
increases, periods of no shedding, or lull, are observed between 
shedding. The lull period extends further as the diameter ratio 
or the velocity ratio increases. In both cases, with proper nor
malization, the Strouhal number of shedding is 0(0.1-0.2), in 
general accord with wake flows. 
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Analysis of Flow Induced Vibration 
Using the Vorticity Transport 
Equation 
Crossflow induced vibrations are the subject of this work. The analysis is two 
dimensional. The governing equations for fluid motion are solved using linearized 
perturbation theory and coupled with the equations of motion for cylinders to yield 
the threshold of dynamic instability for an array of cylinders. Parametric analysis 
is performed to determine the lowest instability threshold for a rotated square array 
and correlations are developed relating the dominant parameters. The results are 
compared with theoretical and experimental data for similar arrays and the dis
crepancies are discussed. 

Introduction 
Flow-induced vibrations have been found to be detrimental 

to fluid machinery. It is important, however, to distinguish 
between oscillations of single and multiple adjacent objects in 
a flow. This work deals with a theoretical investigation of the 
latter. The former have been thoroughly addressed in the past. 
A good review of a single body subject to different forms of 
instabilities is presented in a recent book by Blevins (1990). 

In the late 1960's Connors (1970) discovered a peculiar con
nection between the structural mass damping parameter and 
Strouhal number at the onset of instability which hinted at the 
relative unimportance of vortex shedding that was then thought 
to be the major contributor to instability of both single and 
multiple objects or structures. It was not until the early 1980's 
that the scientific community began to address the issues set 
forth in this early work. The bulk of the past research has been 
experimental. Lever and Weaver (1984) were the first to for
mulate a one-dimensional analytical model based on mass and 
momentum conservation equations. Their model was more 
recently revisited by Yetisir and Weaver (1988) and Marn and 
Catton (1991). 

Discrepancies between experiment and prediction and the 
need for empirical adjustment (in terms of a pressure loss term) 
of the one dimensional model called for a two dimensional 
approach. The Fourier analysis, normal modes approach de
veloped by Marn and Catton (1991) has improved the predic
tion of the reduced velocity threshold for streamwise 
instabilities but does not adequately address the type of cross 
stream motion needed to look for instabilities in a multiple 
body domain. 

A drawback of the models described above is that they are 
limited in their applicability. The Lever and Weaver (1984) 
model is appropriate if the motion of one cylinder does not 
affect the others (or if all cylinders but one are fixed) while 
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global coordinates 

Fig. 1 The geometrical setup 

the Marn and Catton (1991) analysis into normal modes is 
only appropriate for a row of flexible cylinders. This paper 
concentrates on semi-infinite (finite depth, infinite width) and 
finite (44 cylinders) arrays. 

Geometrical Description and General Assumptions 
Figure 1 depicts the geometrical array that will be addressed. 

The depth of both the semi-infinite (finite depth, infinite width) 
and the finite (44 cylinders) arrays was arbitrarily chosen to 
be 11 cylinders. The array shown is usually referred to as a 
rotated square array. By varying the angle between the cyl
inders several other array configurations used in heat exchanger 
design can be realized (e.g., normal triangular or parallel tri
angular arrays). The flow is from the left and exits at the right 
with constant velocity. A constant inlet velocity is chosen. Two 
sets of coordinates are used in the computation (see Fig. 1). 
The global coordinate system is Cartesian and is used to de-
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scribe the solid movement. The local coordinate system is cy
lindrical and is used for fluid motion analysis. 

The problem described is complex and will require several 
assumptions. To evaluate the onset of instability phenomena, 
one must establish the proper criteria for such an occurrence. 
The instability of structures manifests itself by rapidly growing 
amplitudes. A formal depiction of the instability will be given 
in the section on governing equations. 

The first assumption used is that the tubes oscillate about 
the nominal no-load position with a given frequency used later 
as a basis for a form of general temporal solution. The validity 
of this assumption is de facto used by most experimentalists 
while determining the onset of instability, see Pettigrew et al. 
(1988). If one evaluates the data reported, one discovers that 
the threshold of instability is reported as a function of reduced 
velocity and not as a function of apparent position of the tube 
at the time of instability occurrence. The latter would probably 
be impossible to determine as the researcher would need to 
detect the instability by measuring the acceleration or actual 
displacement of the tube. 

The flowfield is assumed to be incompressible. Next, the 
unperturbed flowfield (i.e., an average/bulk stream) velocity 
is constant and unchanging with respect to the cylinders. Ex
periments by Simonin and Barcouda (1986) and Halim and 
Turner (1986) for a rotated square array as well as work per
formed by Leicher et al. (1991) for normal square array are 
used to justify this assumption. These experiments were used 
as a basis for the design of the basic computational flowfield 
cell shown in Fig. 2. The streamtube attaches to and separates 
from the tube at some angle of attachment. By using this idea 
one effectively takes into account the wake (and standing vor
tices) between the cylinders and treats them as a separate region 
with a slip surface between the two. 

Numerical Considerations 
The geometry best suited to describe the basic cell in Fig. 2 

is a cylindrical one. By coupling a sufficient number of cells 
together one describes a streamtube meandering between a row 
of cylinders. This geometry is nearly orthogonal (if the cyl
inders are perturbed, i.e., slightly displaced from the neutral 
position) which helps simplify the governing equations. One 
can assign properties to each cell separately thus achieving a 
finite depth of the row. By coupling several rows together the 
array's width becomes finite. If one uses only two rows and 
mirrors them over a global x-axis, the array effectively becomes 
infinitely wide. 

An algorithm for the stability analysis is composed of the 
following steps: 

8 Assume cylinder perturbations in the x, y directions. 

Nomenclature 

F = 

Re, Res = 

X = 

Y = 

c = 
d = 
i = 

k = 
m = 
P = 

force, subscripts x and y 
denote respective Cartesian 
coordinate components 
ordinary and streaming 
Reynolds numbers 
tube displacement in x di
rection 
tube displacement in y di
rection 
damping parameter 
diameter of the tube 
imaginary unit 
tube stiffness 
tube mass (per unit length) 
pressure 

r = radial coordinate 
Hnn.out = inner and outer radii of 

computational domain 
v = velocity vector 
V = mean velocity vector with 

components Ve and Vr 

u = perturbed velocity vector 
with components ve and vr 

t = time 
x, y = Cartesian coordinates 

Greek letters 
E = sum 
5 = logarithmic decrement 
i) = z component of vorticity 

6 = angular coordinate 
d0 = side borders of computa

tional domain 
v = kinematic viscosity 
to = frequency, subscript n de

notes natural frequency 
p = density 

Other symbols 

= dimensionless quantities 
x = cross product 
3 = imaginary part of complex 

number 
(R = real part of complex num

ber 
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computational domain 

Fig. 2 The computational cell 

8 Calculate the vorticity generation caused by such per
turbations (invoking appropriate assumptions). 

9 Calculate the components of the disturbed velocity field 
using the vorticity and mass conservation equations. 

8 Calculate the pressure distributions on the cylinder sur
faces using the momentum equation. 

8 Integrate the pressure along the cylinder surfaces to cal
culate the components of force acting on the cylinders. 

8 Perform an optimization procedure to determine the dis
tribution of cylinder perturbations and frequency ratios 
that yield the lowest possible threshold of fluidelastic 
instability. 

Model Equations 
This section discusses the equations governing fluid and solid 

motion. For the sake of brevity some of the steps used in the 
standard perturbation analysis are omitted. The equations are 
divided into fluid and solid parts. 

Fluid Part. In accordance with the assumptions noted 
above, the velocity field is decomposed into a mean and per
turbed part. The vorticity transport equation, see Panton 
(1984), is found by noting that the terms of higher order in 
perturbation can be neglected. The result is 

dij Ve d-q 1 a / drj\ 1 d\ 

where 17 is the vorticity, r and 8 are the local flow coordinates, 
and Vg is the angular component of the mean velocity. The 
vorticity is defined as 

l)=VXD (2) 
where u stands for velocity vector. 

The following scaling is used, see Fig. 3, 
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x axis 

Fig. 3 The streamtube and cylinder 

t* * * 
= —; r = r*d; x = x*d; y=y*d\ Ve,r=Ve,rV6 

p=p*pVewn; F=F*pVed
2ian\ v = V*-7 

Y*d X=X"d; Y= 

where x and y represent global Cartesian coordinates used in 
evaluation of cylinder movements and X and Y are the am
plitudes in the respective directions, r is used for the local 
cylindrical coordinate system. Note that the 2-D approximation 
yields units of pressure as Pa/m and force as in N/m. 

If one uses the assumption of a stationary character of the 
problem, one can use the following form of general temporal 
solution for vorticity, velocity, and cylinder motion ampli
tudes. 

X=X(x,y)ei"'; Y=Y(x,y)eio" 

r, = v(r,6)ei"'; Ve=Ve(r,d)eio"; Vr=Vr{rfi)e"*' (4) 

Scaling the governing equations and dropping the asterisks 
for convenience yields the following dimensionless equation 
for the disturbance vorticity 

co . Re, drj 

co„ m e do 

Re, 
Re2 r dr 

drj 
+ 

1 ay 
dr f d6* 

(5) 

Three dimensionless parameters appear in the Eq. (5), 

Reynolds number Re = 

Streaming Reynolds number Res = -

Ratio of frequencies (6) 

The ratio of streaming Reynolds to ordinary Reynolds number 
is usually referred to as reduced velocity and is used as a fluid 
structure interaction parameter. This ratio is believed to be 
one of the most important parameters for determining the 
threshold of instability. 

Next, the boundary conditions are presented. On the cylinder 
surface, the velocity of the fluid matches that of the cylinder 
(no slip condition). The cylinder motion becomes a source of 
vorticity. The outer boundary of the fluid cell borders on the 
wake region of an adjacent cylinder. The location of the bound
ary is assumed to be fixed and a slip or zero vorticity flux 
surface is assumed. A rigorous treatment of this boundary 
condition would require calculation of the adjacent cylinder 
vortex motion and matching the pressure across the interface. 
This would amount to a complete cylinder motion simulation 
and would only be done if the approximations used here did 
not yield satisfactory results. Entrance and exit of the fluid 

cell will be matched with upstream and downstream fluid cells. 
This requires that the inlet velocity be matched at the interface. 
In algebraic terms, 

1 co Re \d d 
at r = rma, v = i - — — [X(r,9)] - — [Y(rfi] 

co„ Re, (yy ox ) ^ 

dri 
at r = rout, — = 0 

dr 

at 6= -60, 77 = r?" 

at e=+60y V = V
+ (7) 

where ±1 /2 represents the vorticity due to constant mean 
velocity assumption. 

The next step is to evaluate the angular component of the 
velocity. Using the mass conservation equation in cylindrical 
coordinates, 

d dvg 
dr dd 

(3) the definition of vorticity, 

( V X 4 -
1 d dvr 

dr dd 

(8) 

(9) 

and some algebraic manipulation yields the following equation 
for evaluation of the angular velocity component: 

d-q .dve d2ve ve I d2vg 
2r>+rTr3-d7+rJf+7+-rW 

(10) 

with boundary conditions 

co Re 
at /• = /•;„„, ve=i — — [ - Ysind + .Ycosfl] 

co„ Re.v 

at r = roat, -~- = 0 
dr 

«.-**. g-0 (11) 

The pressure is evaluated using the real part of the momen
tum equation, 

1 dp Rss 

r dd Re2 

d2vg 1 dve 1 d2ve 2 dvr 

~drY + ~r^r+?'de2+7~dd 

Re, 
Re 

1 dv0 vr 

r dd r 
(12) 

An integral equation for evaluation of pressure on the cyl
inder's surface is derived with the help of Eq. (8), 

Re 

Re 

d ve , dve 
2 > ' ' ° dr* + dr 

dd (13) 

When solving for the pressure distribution around a cylinder 
in an array of cylinders one needs to consider the differences 
in the flow relative to that of a single cylinder. Irrotational 
flow over a single cylinder produces a pressure distribution 
resembling part of a cosine curve. 

A cylinder in an array will experience a different pressure 
distribution when compared to a single cylinder in a flowfield, 
especially if displaced from its neutral position. If one assumes 
all four neighbors of a flexible cylinder remain rigid, then the 
thickest density of streamlines occurs on the side of maximum 
cylinder displacement and the lowest on the opposite side. The 
streamlines of the wake sheet resemble an annulus thus the 
anticipated pressure distribution will not be the same as that 
for flow over a single cylinder. The streamlines sketched in 
Fig. 4 would lead one to expect an almost linear variation 
around the cylinder. This is for a cylinder positioned deep in 
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Fig. 4 

0 77/2 77 

running angle 

Flow around cylinder in array 

the bundle, at least three rows behind the first cylinder. Ex
periments measuring the oscillating pressure on the time scale 
of a single oscillation have not yet been performed thus one 
is led to verify the assumption of the streamline form with 
velocity measurements. 

An experiment performed to check the intuitive conclusion 
described above consisted of measuring the mean velocity in 
a cylinder array using Laser Doppler Anemometry. The setup 
and theoretical assumptions are described in Leicher et al. 
(1991). The main conclusions were that the streamlines resem
ble those shown in Fig. 4 not only in the rotated square array 
(as shown earlier by Simonin and Barcouda, 1986 and Halim 
and Turner, 1986) but also in square arrays. 

To simplify the calculations, the additional assumption is 
made that there is no radial pressure gradient on the fore and 
aft borders of the computational cell. Since the pitch to di
ameter rates are rather small and the working fluid is incom
pressible, this assumption is not too restrictive. 

Lastly, the forces in the x and y directions are evaluated by 
integrating over the pressure where the limits of integration 
are the assumed points of attachment and detachment which 
coincide with symmetric upstream and downstream boundaries 
of the computational cell. 

Solid Part. To describe the solid motion, one needs a dif
ferent set of equations. The equations of cylinder motion are 
usually given in the following form: 

mX+ cX+ kX= LFx(x,y,t) 

mY+cY+kY=LFy(x,y,t) (14) 

where c denotes damping parameter and k denotes structure 
stiffness. Both parameters are scaled 

c — Ambu>n; k = mofn (15) 

where A is a constant, usually equal to 2n\ 
Using the notation, scaling and assumptions introduced 

above, one arrives at 
2 

m ^, ., u mb m r Res _ „ 
—2 X+ lA - —2 X+—2 X=^ LFx(x,y) pd wn pd 

co mb 

Pd 

m 

Re 

Re, 
-zY+iA——s Y+—2 Y=-r ZFy(x,y) (16) 
Pd co„ pd pd Re 

The amplitude value has meaning only if it is real. It can 
be shown by analysis of a simpler problem (analysis into normal 
modes, Marn and Catton, 1991) that Eq. (16) is homogeneous. 
The Eq. (16) can also be rearranged as 

pd 
— (R 

IR O pd2'® 

ZFx 
R 

+ / 
Abm 
IkF" 3 \ ^ O -

Q i ) / 

= 0 (17) 

for stream wise direction (cross stream similar) where (R de
notes real part of. the force, 9 an imaginary part, and IR the 
ratio X Re/Re,. Note that the eigenvalues of expressions in 
square brackets represent the solutions for static and dynamic 
instabilities, and O ( ) stands for the function of particular 
order specified in parenthesis. 

It should be noted that the Eq. (16) is only homogeneous 
for a two dimensional approximation. In the case of three 
dimensions the equation of cylinder motion acquires an ad
ditional term associated with bending of the tube in direction 
perpendicular to the plane defined by the set of coordinates 
used in this work. 

This work is concerned only with dynamic instability, i.e., 
one associated with the ratio co/co„ to the first power and this 
is a reason why only the corresponding terms are kept through
out the pressure integration. The co/w„ dependency stems from 
the applications of the boundary conditions which is evident 
if one attempts to solve the problem analytically as shown in 
Marn and Catton (1991). 

Results for Semi-Infinite Array 
The set of equations developed above cannot be solved an

alytically because the geometrical domain changes as the cyl
inders move, thereby making the boundary conditions very 
complex. A simple accurate scheme for the solution of the 
problem is found by using a finite difference discretization 
with alternate direction implicit (ADI—see Minkowycz et al., 
1988) splitting. Second order accuracy is preserved with central 
differences. The normal derivatives at the boundaries were 
evaluated using first-order accurate discretization, although 
second order upwind discretization for the normal derivatives 
was utilized without much difference in the results. 

Results are presented in the form of graphs depicting the 
onset of instability for various sets of parameters. The basic 
case investigated is a rotated square array with pitch to diameter 
ratio of 1.5 and Reynolds number of 104. The differences 
arising from using various disturbance patterns, changing 
Reynolds numbers and pitch to diameter ratio are evaluated. 
Cross stream and streamwise instabilities are compared as well. 

The parameters chosen to be varied were those imposed on 
the heat exchanger designer by structural or other constraints. 
The parameters a designer is given to operate with are usually: 

9 pitch to diameter ratio, P/d 
9 Reynolds and streaming Reynolds numbers, Re and Res 

° mass damping parameter, 
8 array orientation relative to the flow, 

The results presented were calculated with the designer's needs 
in mind. 

Instability as a Function of Disturbance Patterns. The on
set of instability changes with the initial positions of the cyl
inders relative to each other. Figure 5 was obtained by assuming 
certain initial disturbance patterns (i.e., initial phase lags of 
the cylinders) and plotting the threshold of instability for dif
ferent values of mass damping parameter. It was found that 
the pattern selected had a considerable impact on the threshold 
of instability. Our task was to find the pattern yielding the 
lowest onset of instability. Figure 5 presents cases with the 
cylinders arranged in 1) a sine pattern in x and cosine in y 
direction, and 2) a sine pattern in both directions. More pat
terns were chosen (i.e., all the cylinders initially on the same 
side, arranged symmetrically about the centerline, etc.) but the 
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Fig. 6 Instability as a function of different Reynolds numbers 

presented ones were yielding the most dangerous combination 
causing dynamic instabilities. To find the most dangerous of 
all possible patterns, an algorithm for numerical optimization 
would be required. Of all of the instabilities investigated the 
cross stream direction was most important as the results con
sistently showed a lower (and thus more dangerous) threshold 
of instability than in the streamwise direction. 

Influence of Different Reynolds Numbers. Figure 6 shows 
the effect of gap Reynolds number (Re number based on mean 
velocity through the gap) on the onset of instability. The cal
culations were made using Re= 103, 104 and 105. The results 
show that if smaller diameter tubes are chosen (lower Re num
ber), the stiffness (and subsequently co„) of the tubes needs to 
be substantially increased in order to preserve the same critical 
mass damping parameter. This is (from a heat transfer point 
ofview) not a desirable property ofthe system. The relationship 
between increased velocity (and subsequently the correspond
ing mass flux) and diameter is linear, i.e., if one increases 
velocity by, say, 50 percent, one has to increase the diameter 
of the tubes by the same amount to keep the same reduced 
velocity and thus position on Fig. 6. 

Effect of Pitch to Diameter Ratio. Figure 7 presents thresh-
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Fig. 8 Comparison of threshold of instability predictions 

olds of instability for different pitch to diameter ratios, P/d. 
Decreasing the P/d ratio causes the structure to become less 
and less stable. In addition to the reported experimental results 
which predict the same behavior, this is also intuitively rea
sonable: decreased tube spacing leads to more pronounced 
effects between adjacent tubes. 

Comparison of Various Methods. Figure 8 shows a com
parison of theoretical predictions and experimental results. All 
the data were taken for a rotated square array with a pitch to 
diameter ratio of 1.5. These data are utilized in theoretical 
predictions as well. The present work is compared with the 1-
D model reported by Marn and Catton (1990) and based on 
the Yetisir and Weaver work (1988) and the 2-D analysis into 
normal modes, reported by Marn and Catton (1991). 

The figure presents four predictions by the current model: 
the onset of the first unstable cylinder (the conditions under 
which the least stable of all cylinders starts to oscillate); the 
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onset of last unstable cylinder (the conditions under which the 
most stable cylinder experiences instability); and averaged val
ues for the cross stream and for the streamwise directions. The 
averaged results are the ones which have to be taken into 
consideration for designing heat exchangers. A single tube 
vibrating in an otherwise stable array will be quickly damped. 
When the last tube becomes unstable, all of the tubes are 
vibrating, a condition which is to be avoided at all cost. The 
average result is obtained as a geometrical average over the 
results of all tubes. It should be noted, however, that there 
are no experimental results to corroborate our statement other 
than the fact that the geometrical averaging results in the onset 
of fluidelastic instability close to the one reported in experi
ments, and that could be interpreted as a cyclical argument. 
Thus the method is arbitrary and based on engineering judge
ment. 

Using the average result yields a conservative prediction of 
the onset of instability when compared to the recorded data. 
This is attributable to several factors: 1) it has been shown in 
the past that 2-D predictions of the instability threshold pro
duce more conservative results than 3-D models (Squire's 
theorem) and 2) the calculated results in the lower reduced 
velocity range are not only due to multiple tube dynamic in
stability (where tubes actively influence each other), but also 
due to divergence and single mode fluidelastic instability (highly 
damped fluids) as reported earlier by Marn and Catton (1991). 

Results for Finite Array of Cylinders 
Figure 9 is similar to Fig. 8 with the exception that it features 

the analysis valid for a finite array of cylinders. It is not the 
difference in the array which is the most significant in this 
figure it is rather a change of slope that reveals another aspect 
of both sets of calculation: the importance of Reynolds versus, 
streaming Reynolds numbers. Only one, Re or streaming Re 
number, can be kept constant while the reduced velocity value 
determines the other one. Keeping Re number constant, in
variably results in the slope of 1.0 whereas the constant stream
ing Re number causes the slope to attain the well known and 
documented slope of 0.5. The grounds for this variation are 
not offered yet but will have to be addressed in the future. 
Figure 9 portrays a comparison between experimental results 
(Weaver and Fitzpatrick, 1988 and Paidoussis et al., 1988) and 
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Fig. 10 Instability as a function of different streaming Reynolds num
bers 

their corresponding theoretical predictions for a 1-D model 
(Marn and Catton, 1990), a 2-D analysis into normal modes 
(Marn and Catton, 1991) and the vorticity formulation pre
sented in this paper. It is worth noting that in both the stream-
wise and cross stream directions, the predictions almost coincide 
and are roughly proportional to the mass damping parameter 
to the power 0.5. The results presented are for an assumed 
constant streaming Reynolds number of 400,000. The actual 
streaming Reynolds number would be determined for a design 
using the design criteria. The figure includes the lower thresh
old of instability (labeled minimum), i.e., when the first tube 
becomes unstable, and the upper threshold (denoted maxi
mum), where all the tubes will be unstable for a given mass 
damping parameter. 

Why there is a cluster of data in the lower left corner of 
Fig. 9 remains unanswered by this model. Much larger data 
compilations found in Blevins (1990) suggest that instability 
detection is difficult, resulting in a very wide band of data for 
low values of the mass damping parameter. 

Figure 10 shows the dependence of the reduced velocity on 
the streaming Reynolds number using two values for the mass 
damping parameter, 300 (roughly air) and 100. The paragraph 
at the end of this section provides appropriate dependency on 
both, Reynolds and streaming Reynolds numbers, although 
the comparison with experimental data suggest that use of latter 
seems to be more appropriate. 

Figure 11 compares the results obtained by keeping the Reyn
olds number constant with those obtained by keeping the 
streaming Reynolds constant. The results are somewhat puz
zling to the authors. It seems that those performing experiments 
deliberately (or inherently) kept the streaming Reynolds con
stant while increasing the reduced velocity. Blevins (1990) noted 
in his book that none of the current models were capable of 
predicting the instability of an untested heat exchanger tube 
array any closer than the band of data presented in Mulcahy 
et al. (1986). He performed a data fit of several experiments 
and the results obtained through this work follow his fit rather 
nicely. 

Figure 12 shows the weak dependence of fluidelastic insta
bility on pitch to diameter ratio. This suggests reducing it in 
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heat exchanger design as a greater tube (number) density en
hances heat transfer and consequently increases the overall 
efficiency of the exchanger. 

Finally, the results presented here are used to develop a 
correlation to predict the threshold for dynamic instability in 
an arbitrary staggered array. The critical velocity is correlated 
as a function of streaming Reynolds number by: 

1/2 

u 
u„d 

= 0.0174 
mb 

pS-w 
(ReX 3 In 70 (18) 

It is correlated as function of Reynolds number for 
500 < Re < 40,000 by: 

1.01 
U 

w„d 
= 0.06 

mb 

pd2Tt 

(1.05(P/d) + 0.01a + 1.2 X 10" 4Re) (19) 

where both correlations have been developed using simplified 
regression analysis utilizing several sample calculations. 

Uncertainty. The uncertainty in this analysis is introduced 
through the second-order central-difference discretization and 
the linear perturbation assumptions. To further determine the 
uncertainty the case of P/d=\.5Q arranged within rotated 
square array for set of mass damping parameters was run on 
a finer grid (22869 grid points as compared to regular 4851 
grid points). The value for reduced velocity was then compared 
to normal, coarser, grid value. The difference was found to 
be between 0.7 and 2.5 percent depending on the reduced 
velocity. 

Discussion 
In addition to numerical confirmation of experimentally 

determined relationships between the mass damping parameter 
and the reduced velocity (or ratio of Reynolds to streaming 
Reynolds numbers), there are at least two aspects of our work 
that deserve some discussion. 

The ratio of true to natural frequency does not have any 
bearing on the onset of instability. In the case of vortex shed
ding, the structural Strouhal number determines the most likely 
frequency of instabilities. In the case of fluidelastic instability, 
the reduced velocity depends on mass damping parameter, 
angle of attachment (or the geometry of the array) and viscosity 
of the flowfield, but the true frequency is absent from the list 
of parameters which follows from Eq. 16. There are three 
parameters on the left hand side. The first and the last represent 

the mass and spring model in the description of the problem 
while the second describes the damping. The right-hand side 
of the equation accounts for the forces acting on the model. 
Equation (16) is a complex equation with the real part ac
counting for static instability (divergence) and the imaginary 
part for dynamic instability, which is further shown in Eq. 
(17). If the forces vary linearly with the frequency ratio, then 
the frequency ratio cancels from the dynamic description of 
the problem thus showing that the frequency ratio is not ger
mane to the issue of dynamic instability. It was shown by Marn 
and Catton (1991) that if the frequencies in the x and y di
rections don't vary considerably, the forces are indeed linearly 
dependent on the ratio of frequencies. The dependence is in
troduced through the application of boundary conditions on 
the cylinder surface. There have been numerous studies pub
lished (see Table 1 by Marn, 1991), supporting the idea that 
the frequencies in the x and y directions are virtually identical. 
There is no apparent relationship between frequency and other 
important parameters reported which would indicate that the 
nonlinear effects determine the ratio of frequencies for dy
namic instabilities. The good agreement between experimental 
and numerical data indicate that the linearized perturbation 
modeling suffices. 

The second intriguing question is the influence of Reynolds 
and streaming Reynolds number on the onset of dynamic in
stability. There has not been much experimental work per
formed where both parameters change while keeping the 
geometrical setup constant, probably as the kind of experiment 
would require different kinds of fluids. Our numerical results 
indicate that if one keeps the structure's (recall our definition 
of structure being solid and fluid part simultaneously) Reyn
olds number constant, while changing the mass damping pa
rameter during evaluation of the corresponding reduced velocity 
for the onset of dynamic instability, the slope on log-log graph 
equals 1. It is widely accepted that the slope should equal 0.5, 
and indeed this results is obtained if one keeps the structure 
streaming Reynolds constant. This implies a distinct, critical, 
value of streaming Reynolds number at which the fluidelastic 
instability becomes important. Admittedly, this assertion seems 
to be in contradiction with the expression given by Eq. (19), 
however, this expression is only a correlation and is of limited 
applicability. In particular, Fig. 10 indicates the point (for the 
finite array of cylinders) beyond which the critical streaming 

Journal of Fluids Engineering SEPTEMBER 1993, Vol. 115/491 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Reynolds number starts to rise. The point is slightly dependent 
on mass damping parameter but is always close to 2x 10s. 

Both points discussed are somewhat contrary to what in
tuitive reasoning would lead us to believe, yet are worth ex
ploring further. The answer to the first one lies in nonlinear 
perturbation analysis of the problem and comparison of the 
frequency ratio calculation with experimentally determined 
values. The answer to the second is an experimental study 
focused on both Reynolds and streaming Reynolds numbers. 

Conclusions 
A vorticity formulation of the instability problem has been 

used to establish the onset of fluidelastic instability. Pertur
bation equations were developed and solved numerically. The 
fluid forces were obtained by integrating the pressure along 
the surface of the cylinders and then incorporated as the right 
hand side of the equations of cylinder motion to predict a 
threshold of dynamic instability. Criteria for the occurrence 
of instability were explained and a simple optimization and 
parametric study was implemented by varying the disturbance 
patterns, the Reynolds number, the geometry, and the pitch 
to diameter ratios. 

The structure is shown to require a higher mass damping 
parameter for the same reduced velocity when the pitch to 
diameter ratio decreases. Reynolds number variations influ
ence the results in predictable manner, assuming the flow re
gime remains stable. A comparison of calculated results with 
those predicted or measured earlier shows a conservative pre
diction of instability of a semi-infinite array and a satisfactory 
prediction for a finite array. There is no "data fitting" im
plemented in the model; the independent parameters used in 
the analysis to obtain the reduced (gap) velocity are the initial 
disturbance pattern, the pitch to diameter ratio, the angle of 
attachment, the Reynolds and streaming Reynolds numbers 
and the diameter of the tubes in the array. 

A parametric analysis of the effect of independent variation 
of the Reynolds number and streaming Reynolds numbers is 
givert. The effects of parameters has never been independently 
explored experimentally but the results obtained while keeping 
streaming Reynolds number constant show agreement with 
available experimental data. 

The equations of fluid and solid motion are coupled at the 
interface and used to predict the threshold of instability. The 
results are summarized in formulas linking reduced velocity to 
mass damping parameter, Reynolds or streaming Reynolds 
number, angle of attachment and pitch to diameter ratio. 
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A Note on Laminar Flow in 
Uniformly Porous Tubes 
A numerical analysis of the steady, laminar, incompressible flow in a constant 
diameter tube with uniform mass suction at the wall is made to study the development 
of the flow for the entire range of wall Reynolds numbers. It is shown that for small 
suction rates the state of flow can reach the similarity condition at least at distinct 
positions at the tube axis. For higher suction rates similarity profiles are found to 
occur only if the flow exhibits an asymmetric behavior with respect to the point of 
complete mass extraction. 

Introduction and Objective 
The subject of fluid flow in cylindrical tubes with wall suc

tion has recently received increasing attention due to the de
velopment of high performance diesel particulate traps 
(Schnitzlein and Lowe, 1990). There were numerous theoretical 
investigations in the past, almost all dealing with incompres
sible, laminar flow and uniform suction. In the investigations 
it was attempted to determine the axial pressure variations, 
the wall shear stress, and the shapes of the velocity profile in 
a porous tube. 

Besides solutions of the complete Navier-Stokes equations 
(e.g., Friedman and Gillis, 1967), solutions based on the sim
ilarity of flow profiles were proposed (e.g., Weissberg, 1959; 
White, 1962; Terrill and Thomas, 1969). In this case only those 
solutions to the equations of motion are considered in which 
the shapes of the nondimensional velocity profiles do not vary 
with distance along the tube axis. This constitutes a consid
erable mathematical simplification of the problem. But, the 
results which are generally presented in terms of a wall Reyn
olds number Re„,, show multiplicity and instability effects for 
uniform suction: Similarity solutions were found to exist for 
0<Re„,<2.3 and for Re„,>9.1. No similarity solutions were 
found for 2.3<Relv<9.1. Each of these solutions is charac
terized by the existence of two different velocity profiles cor
responding to the same wall Reynolds number. 

For the application of these similarity solutions to the de
scription of laminar flow in porous tubes it is important to 
know whether the thus obtained profiles agree well with the 
profiles encountered in real porous tube flow. As experimental 
(Quaile and Levy, 1975) and simulation results (Friedman and 
Gillis, 1967) indicate, only for weak suction (Re„,< 1) can the 
condition of similarity be achieved over a substantial portion 
of the tube. The validity range of the similarity solutions shrinks 
to a point as Ree—-2.3 (Quaile and Levy, 1975). In each case 
only the first of the double solutions could be obtained in this 
way. 

Up to now, to the author's best knowledge, nobody has ever 
attempted to show whether the similarity profiles for Re„, > 9.1, 
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with their quite unusual shapes, can appear in real porous tube 
flow, at least locally. It is the objective of this paper to in
vestigate this topic by a detailed analysis of laminar flow in 
porous tubes with suction at the wall. 

Formulation of the Problem 
The numerical analysis is based on the following assump

tions: 
8 The flow through the tube is two-dimensional, symmetric, 

steady, laminar and has no significant property value var
iations. 

9 The usual configuration, open tube with one end closed 
(e.g., Quaile and Levy, 1975), is replaced by a tube with 
both ends open. Consequently, now the flow enters the 
tube at both sides, of course with reversed signs. Fur
thermore, the suction length is doubled in order to absorb 
all the incoming mass. For uniform suction at the wall the 
problem can be regarded to be symmetrical with respect 
to the midpoint of the porous section. In the following 
this point is referred to as point of complete mass extrac
tion. 

This configuration has been chosen because it offers the 
possibility of easily achieving an asymmetrical behavior 
of the flow, as is shown in the following. For the symmetric 
case this configuration is essentially analogous to the usual 
configuration. This was verified by comparing numerical 
solutions obtained for both configurations for some rep
resentative values of the wall Reynolds number. 

8 Absorption takes place at a uniform rate over a finite 
section of the tube (x\<x<X2). To allow any upstream 
influence caused by the abrupt change of the boundary 
conditions at the wall of the tube especially for high suction 
rates, the absorbing region was shifted away from the 
immediate vicinity of the tube inlets. 

9 At the inlets a fully developed laminar velocity profile is 
assumed. These profiles might correspond to the physical 
situation in which the nonporous sections of the pipe are 
joined smoothly to the porous section and the non-porous 
sections are of sufficient length to allow the attainment 
of Poisseuille flow. 
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The configuration of the porous tube is shown in Fig. 1. 
Then the equations of continuity and momentum become 

Vv = 0 

- p V v v + / i W 2 ~ Vp = 0 

with the boundary conditions: 

w = 2w0(l-(/-/i?)2) v = 0 

u=-2u0(l-(r/R)2) v = 0 

du/dr = 0 v = 0 

u = 0 v=v„ 

w = 0 v=0 

H = 0 f = 0 

Solution Procedure 
The calculation of the flow field and the pressure proceeds 

along the lines of the SIMPLER algorithm (Semi-Implicit 
Method for Pressure Linked Equations Revised) developed by 
Patankar (1980). The method is based on a series of predictor 
and corrector steps. Starting with a guessed flow field, the 
algorithm continues by making pressure corrections from it
eration to iteration until the velocities calculated in conjunction 
with the corrected pressure field satisfy the momentum and 
continuity equations simultaneously. To ensure the required 
accuracy (residual of the continuity equation < 10~8) up to 
8000 mesh points have been used which are axially distributed 
over the solution domain by an Eulerian adaptive grid selection 
strategy (Oran and Boris, 1987). 

Results and Discussion 
It is well known that for tube flow with suction at the wall 

the lower limit of the region of turbulent flow is much lower 
than for a tube with impermeable walls (Quaile and Levy, 
1975). Therefore, to avoid any falsification of our results due 
to a possible transition from laminar to turbulent flow, the 
simulations were performed for a sufficiently low value of the 
axial Reynolds number (Rer=100). For higher values of Rer 

numerical instabilities were observed to occur especially in the 
vicinity of the point of complete mass extraction indicating a 
possible transition of the flow regime there. 

To facilitate the comparison with the similarity solutions the 
results are presented in terms of a dimensionless axial velocity 
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Fig. 2 I dv\ /dx versus suction length for different Re„ (symmetric prob
lem) 

u(x, r) 
u(x, r) 

u(x) 
(3) 

which equals the first derivative of the similarity function/(r) 
(White, 1962). The average axial velocity u{x) at any cross 
section, which was used to normalize all velocity profiles, was 
found by numerical integration. 

In order to obtain a general scaling for all values of Rew a 
new dimensionless axial coordinate is defined, as suggested by 
Weissberg (1959): 

« = 1 -
2Re„, (x-Xi) 

Rer R 
valid in the range xl<x<x2 

The transformed axial coordinate £, which represents the 
actual suction length, varies between 1 at x = X\, and - 1 at 
x = x2. 

If any of the similarity solutions occur either over a sub
stantial portion of the tube or at distinct positions along the 
tube axis, these positions should be characterized by the fact 
that the assumption of fully developed laminar flow 

dv(x, r) 

dx 
= 0 

is locally fulfilled over the entire radius. Therefore, in order 
to locate such positions the course of dv/dx should be consid
ered. Instead of plotting dv/dx over the solution domain, the 
course of the radially averaged absolute axial gradient of the 
radial velocity I dv I /dx is plotted versus the suction length for 
different values of Reiv (see Fig. 2). Then, if ldt>l/dx=0 it 
follows that du/dx = 0 on all points on the radius, and vice 
versa. Due to symmetry of the problem with respect to the 
point of complete mass extraction the consideration can be 
restricted to the range 0 < £ < 1. 

As can be seen in this figure, for Re„,= 1 the condition of 
similarity is achieved within the range 0.07 < £* <0.42. This is 
in good agreement with the results obtained by Weissberg 
(1959). The corresponding velocity profile is almost identical 

/ = 
L --
r = 

P = 
R = 

Re,v = 

= similarity function 
= tube length 
= radial coordinate 
= pressure 
= tube radius 
= wall Reynolds number: 

pVwR/fi 

Rer 

u 
«0 
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V 

v„ 

= axial Reynolds number: 
pTioR/n 

= axial velocity 
= average axial velocity at the in

lets 
= velocity vector 
= radial velocity 
= radial velocity at the wall 

x = axial coordinate 
£ = dimensionless axial coordinate 
p = density 
ix = dynamic viscosity 

Superscripts 
* = locus where the condition of 

similarity is achieved 
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Fig. 3 Comparison between similarity solutions (dotted lines) and cal
culated velocity profiles (continuous lines) lor small suction rates 
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Fig. 4 Axial centerline velocity (continuous line) and average axial ve
locity (dashed-dotted line) versus suction length 

to the first similarity solution (see Fig. 3). For Rew = 2 the 
entrance region extends all the way from the inlet to the point 
of complete mass extraction (i.e., £ = 0). But, at £* =0.09 the 
function \dv\/dx shows a pronounced local minimum indi
cating that the condition of similarity may approximately be 
achieved there. The corresponding velocity profile confirm this 
supposition (see Fig. 3). Again, differences between the two 
profiles can hardly be seen. 

In the immediate vicinity of the point of complete mass 
extraction I dvI /dx approaches zero, too. Therefore, it cannot 
be excluded that the second similarity solution can in principle 
occur there. But, even with a much higher resolution than that 
used in the present work, the calculation of these profiles is a 
difficult task, especially as Re„ approaches zero. 

As Re„, increases the validity range of the similarity solution 
§* shrinks to a point while moving toward £ = 0. For 
Re„, = 2.305, where similarity theory predicts only one solution, 
£* coincides with the point of complete mass extraction. 

For higher suction rates the curves shown in Fig. 2 do have 
a local minimum but the velocity profiles at their point of 
minimum are rather different from their correspondent similar 
solutions: As Re„, increases the center line velocity increases 
and backflow at the wall becomes more and more pronounced. 

Then, the question arises whether any corresponding simi-
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Fig. 5 Development of axial velocity profiles for Re„.= 10 

larity profiles can be obtained if some of the assumptions are 
modified and of what kind these modifications must be. To 
evaluate these conditions the similarity profiles are considered 
in detail: All similarity profiles for Re„,>9.1 are characterized 
either by an inflection point or by two turning points with a 
minimum between the axis and the tube wall (Terrill and 
Thomas, 1969), e.g., for Re„,>10 backflow is predicted to 
occur at the tube axis. According to Eq. (3), to obtain such 
negative values for u (£, 0) either the axial center line velocity 
«(£, 0) or the average axial velocity «(£) must be negative. 
As Fig. 4 shows neither becomes negative along the entire 
suction length for all values of Re,,. 

As long as the suction rate at the wall is uniform the func
tional form of the average axial velocity «(£) is represented 
by the straight line, as shown in Fig. 4. Therefore, backflow 
at the tube axis can only be achieved if «(£, 0) becomes zero 
downstream of the point of complete mass extraction, i.e., 
w(£, 0) = 0 for £<0 . Then «(£, 0) becomes zero in the range 
of - 1 < £ < 0 , i.e., the flow is asymmetrical with respect to 
the point of complete mass extraction. Now, it may be possible 
to obtain the similarity profiles corresponding to Re,„>9.1. 

Such an asymmetry can be achieved by assuming different 
lengths for the nonporous sections at the inlets of the tube. 
Retaining the parabolic inlet velocity profile at the left-handed 
inlet by regarding the respective nonporous section as suffi
ciently long, the modified boundary condition at x = L are given 
by 

dv 
Q<r<R p=p0 — = 0 

ax 
(5) 

By decreasing the length of the right-handed nonporous sec
tion, i.e., X2<x<L, the asymmetry of the profiles can be 
increased. The ratios of the nonporous lengths used in the 
calculations are shown in Table 1. For this arrangement the 
development of the flow for Rew= 10 is shown in Fig. 5, in
dicating the asymmetric state of flow with respect to the point 
of complete mass extraction: 

As can be seen in this figure, the velocity gradient at the 
wall becomes zero at £ = 0.559 causing backflow to develop at 
the wall. At £ = 0 the velocity profile abruptly changes its shape, 
because M(£) reverses its sign. Backflow is observed to occur 
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Fig. 7 Comparison between similarity solutions (dotted lines) and cal
culated velocity profiles (continuous lines) for Re„=10, J* = 0.01 

at the center of the tube as long as M(£, 0) remains positive. 
From that point on, the dimensionless center line velocity in
creases until it reaches its maximum value at £= -0.067. The 

further development of the velocity profile shows a similar but 
reversed behavior in comparison to the first section of the tube 
(0 < £ < 0.75) nearly reestablishing the parabolic velocity profile 
a t . £ = - l . 

To obtain positions on the tube axis where the dimensionless 
axial velocity profiles are in close agreement with the similarity 
profiles, the course of \dv\/dx is again plotted vs. the suction 
length (see Fig. 6). 

As expected, now both solutions can be found downstream 
beyond the point of complete mass extraction in the immediate 
vicinity of the point where \dv\/dx becomes zero. As Fig. 7 
shows for Re,v=10, the profiles for the dimensionless axial 
velocity are in good, at least qualitative, agreement with the 
similarity profiles corresponding to the same wall Reynolds 
number. 

It should be noted that for Re„, = 9.105, where similarity 
theory predicts only one solution, £* again coincides with the 
point of complete mass extraction. 

Conclusions 
Based on a numerical analysis of laminar tube flow with 

uniform suction at the wall, it was shown that only for small 
suction rates (Relv< 2.3) the state of flow at least locally achieves 
the similarity condition. For high suction rates (Rew>9.1) with 
symmetric entry conditions none of the published similarity 
solutions can be obtained. These can be observed to occur only 
in the asymmetric case, i.e., when the point where the axial 
center line velocity becomes zero, does not coincide with the 
point of complete mass extraction. This condition corresponds 
to the real situation where the tube is open at both ends and 
the nonporous sections at the inlets are of different lengths. 
Then all the similarity solutions can be obtained at distinct 
positions at the tube axis irrespective of the ratio of the non-
porous lengths. 
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Propeller Tip Vortex Cavitation 
Suppression Using Selective 
Polymer Injection 
This paper presents results of experiments where selective injection of a drag-reducing 
polymer solution into the tip vortex region of the blades of an 11.5 in. diameter 
propeller was effective in significantly delaying tip vortex cavitation. The most critical 
phase of the investigation was the selection of the position of the injection ports. 
For well-positioned injection ports, at a fixed water channel speed the propeller 
cavitation number had to be decreased by as much as 35percent in order to reestablish 
cavitation inception. Injections of water and a viscous mixture of water and glycerin 
for the same conditions did not affect the inception characteristics of the modified 
blades. Preliminary analysis of the results indicates that the viscoelastic properties 
of the Polyox solution injected in the vortex core played a significant role in thick
ening the viscous core of the tip vortex and thus reducing the pressure drop at the 
vortex center without affecting circulation or lift. 

1 Introduction 
Over the past years intensive efforts have been devoted to 

the reduction of tip vortex cavitation. The first attempts in
volved the modification of the blade shape in order to unload 
the blade tip. Despite the success of these attempts, demand 
for increased speeds and performance lead to the research of 
other means to further decrease cavitation inception (Platzer 
and Sounders, 1979). These efforts paralleled similar efforts 
in aeronautical engineering where the tip vortices of large air
craft wings can cause a serious safety hazard to smaller fol
lowing airplanes. Various schemes have been devised and tested 
on lifting surfaces or three-dimensional single blades. These 
include: installing an end plate, sail, or bulb at the foil tip; 
roughening the foil surface or edge; and injecting a mass of 
fluid from the tip. For marine propeller applications, however, 
attaching an additional structure to the propeller may cause 
additional cavitation problems as well as a penalty in efficiency. 

Mass injection schemes appear to be the most attractive 
(Platzer and Sounders, 1979). The study of (Sounders and 
Platzer, 1981) showed that pure water injection at a signifi
cantly high rate was effective in delaying tip vortex cavitation 
inception. Less positive results were, however, obtained re
cently with pure water injection at lower rates whereas more 
encouraging results are seen with dilute polymer solutions (Fru-
man and Aflalo, 1990; Inge and Bark, 1983; Chahine et al., 
1991). These results confirm earlier studies by Hoyt (1978) who 
showed significant effects of polymer solutions on vortex cav
itation inception in a vortex chamber, and by Chahine and 
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Fruman (1979), and Chahine (1981) who showed significant 
effects of dilute polymer solutions on the dynamics of non-
spherical bubbles. 

2 Experimental Setup and Facilities 
The tests were carried out in the cavitation tunnel located 

on site. The test section is 12 ft long and 2 ft wide. Water 
depth in the test section may be varied from about 6 in. to 24 
in. using a sluice gate which controls the position of the water 
free surface. Large windows on the two sides and bottom of 
the test section provide excellent accessibility for observation 
and flow visualization studies. 

Test section velocities up to 30 fps can be achieved, and the 
ambient pressure can be reduced to about 2 ft of water absolute. 
The facility is equipped with a removable lid on which the 
strut pod and propeller were mounted to a shaft dynamometer 
to allow measurement of thrust and torque. A magnetic pick 
up tachometer measured the rotation speed of the propeller. 
Pressure taps and pitot tubes allowed measurement of pressures 
and velocities in the test section. A data acquisition system 
enabled timely recording of the various test parameters. 

A stroboscopic system was used for the visualization study. 
The strobe element was fed signals through the external trig
gering input line from the magnetic pick up on the propeller 
shaft. This was extremely useful since it allowed a quick match
ing of the propeller rotational speed (rpm) with the strobe 
flashing. This effectively "froze" the propeller blade motion 
for observation and considerably simplified cavitation incep
tion detection since the eye would in fact average over a large 
number of rotations the appearance (or not) of cavities along 
the propeller blades. In addition a delay box enabled control 
of the phasing of the flashes. A manual control in the form 
of a knob allowed the experimenter to select at will the par-
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Fig. 1 Picture of propeller used in the injection tests 

ticular blade of the five in the propeller to be observed and to 
place it (i.e., the location of its freezing) where it needed to 
be in the view field for easy observation. Thus, by simply 
modifying the phasing one was able to switch between blades 
being observed by bringing the desired one within the field of 
view. Photographic recording of the visual observation was 
done using the stroboscopic system described above and both 
still and video photography. 

2.1 Polymer Solution Evaluation Setup. In order to con
trol and test the polymer solutions needed for the injection 
tests a procedure for systematic testing of the polymer solution 
effectiveness was implemented. This procedure was based on 
the measurement of the viscous drag of a dilute polymer so
lution in a pipe flow, and allowed us to determine during the 
propeller tests if the polymer solution had degraded or not due 
to mechanical tearing of the molecules, aging, or to micro
biological action, etc. This setup also allowed us to check 
periodically if the injected polymers were accumulating in the 
bulk water of the cavitation tunnel to a degree which would 
modify the basic properties of the water and alter the results. 
The test procedure was relatively simple. The polymer solution 
was force-fed using compressed air through a test pipe and the 
pressure difference across the test pipe (viscous drag) was meas
ured using a differential pressure manometer, and the flow 
rate was measured using a simple volume measurement and a 
stop watch. 

3 Propeller and Shaft Modifications 
An old navy surface ship propeller model was selected for 

the tests (Fig. 1). This five-bladed propeller has an approximate 
diameter of 11.5 in. and was selected because it was designed 
to have low tip vortex cavitation inception characteristics and 
had been previously extensively tested (Barr et al., 1966). Im
portant practical reasons also guided its choice; mainly it shape, 
size, and Configuration type enable one with reasonable efforts 
to fit it with drilled injection ports without modifying the 
smoothness of its surface. 

After photographic and visual observations of this propeller 
preliminary positions of injection ports were selected. Only 
two of the five blades were modified as described in the fol
lowing. In order to assess two injection location possibilities, 
the two blades were modified differently, and were both fed 
simultaneously through the propeller shaft. This had the ad
vantage of allowing simultaneous observation of the behavior 
of the flow about the unchanged propeller blades and about 
the two blades fitted with injection ports in exactly the same 
water flow conditions. 

3.1 Injection System. The shaft was then modified, by 

partial hollowing and adaptation, to receive the modified pro
peller. Appropriate seals were positioned in the hub to create 
a feed chamber to receive the injection fluid and prevent its 
leakage. This chamber was directly fed using adequate piping 
from a feed tank located outside the channel and through the 
cover of the channel. The feed tank was a sealed chamber 
whose pressure could be controlled by the channel vacuum 
pump or a compressed air source and by a bleed valve. A 
metering device was located in the injection line and allowed 
monitoring of the flow injection rate. 

The propeller was also fitted with a plenum that received 
the fluid arriving through the hollow shaft and then distributed 
it to the two blades fitted with injection ports. Leaks through 
the two end faces of the propeller hub were prevented by using 
face seals. A "fairwater" was adapted to attach the propeller 
and the shaft and streamline the incoming flow. 

In order to avoid air entrainment into the channel only very 
limited cavitation inception tests were conducted above 15 ft/ 
s. This had the disadvantage of preventing the study of the 
high /value range (see Eq. (1)). 

An intensive series of tests were then conducted to: 
(a) Determine baselines for tip vortex cavitation inception 

on the propeller. 
(b) Observe dye injection from the injection ports into the 

flow. 
(c) Observe effects of polymer injection on the tip vortex 

cavitation inception characteristics. 
(d) Observe effects of water and water plus glycerin so

lution injection on the tip vortex cavitation inception char
acteristics. 

Inception tests were conducted on the propeller by fixing 
the water speed in the test section and the ambient pressure in 
the channel and then changing the propeller rotation speed 
(rpm) until cavitation occurred. The rpm was then reduced 
very carefully until cavitation disappeared and the character
istics of the desinence point (rpm, Pambient> Channel) were re
corded. The ambient pressure in the channel was then changed 
and the tests repeated until the full curve was obtained. Pro
peller thrust and torque were also simultaneously measured 
using the channel dynamometer. 

4 Importance of the Injection Port Location 
This study included the investigation of a series of injection 

port positions on the blade tip. The initial design of the in
jection lines was such that the tubes were cut off at about 
1/8 in. before the blade tip. The tube tips were cut at an angle 
selected to match the blade shape then filled with epoxy and 
drilled at the desired locations (see Fig. 2(a)). Four injection 
port locations were selected in this manner—two on each of 
the blades numbered No. 1 and No. 3 (see sketches in Figs. 
3(a) and 3(6)). Polymer solution injection from these locations 
showed no significant effect on cavitation inception or ap
pearance. 

Visualization studies using dye with the injection fluid showed 
that the injected polymer solution was not getting into the core 
of the tip vortex. Instead it was swept by the water flow along 
the surface of the blade and, as a result, took a path parallel 
to the tip vortex line near it. This indicated that the injection 
ports needed to be moved closer to the propeller tip. Therefore, 
an additional thin groove was machined on each blade and 
fitted with a 1/32 in. diameter tube in order to extend the 
location of the ports closer to the blade edge. One of the new 
injection ports was located on the pressure side of Blade No. 
1 in order to force the injected fluid to sweep around the blade 
edge and swirl into the tip vortex core (Fig. 3(c)). The other 
injection port on Blade No. 3 was selected very close to the 
location of the root of the observed tip vortex cavity (Fig. 
3(d)). 
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Fig. 2 Sketch of tube embedded in the propeller blade 

Visualization tests of the entrainment of the injected polymer 
solutions from these new locations started showing some 
positive but marginal effects. After several other corrections 
described in Chahine et al. (1991) we decided to risk slightly 
modifying the blade surface smoothness and used larger in
jection tubes, but took the precaution of insuring that any 
resulting protrusion be on the blade pressure side so as to 
minimize any secondary cavitation. This also had the advan
tage of helping the injected fluid get into the tip vortex by 
placing it where the roll-up of the boundary layer occurred. 
We then fitted three 1/16 in. tubes into grooves, again with 
two on Blade No. 1 and one on Blade No. 3 (Figs. 3(g) and 
3 (A). On both blades the ports were as close as possible to 
the blade edge and were a little more in from the edge on the 
pressure side of each blade. The relative position of the single 
port (Blade No. 3) was in between the two ports on Blade No. 
1. Significant effects of the polymer injection were immediately 
observed with this configuration on both blades. Since positive 
results were seen, a decision was made to postpone the search 
for better injection positions until the future, and to proceed 
with a detailed investigation of the effect of polymer concen
tration, injection flow rate, and nature of the injected fluid 
on the cavitation inception characteristics with this configu
ration of blade injection ports. Figure 2(b) shows a sketch of 
the injection tubes layout. 

5 Summary of the Results of Injection Tests 
A series of injection tests was then conducted using both 

modified blades. The importance of polymer solution concen
tration and polymer solution injection rate was investigated. 
The importance of the precise injection location was inferred 
from a comparison of the results of blades No. 1 and No. 3 
modified as described above. In the figures presented below 
Blade No. 5 is one of the three unmodified blades and serves 
as a baseline to evaluate the two modified blades. 

Figure 4 shows a summary of tests for three different Polyox 
WSR301 concentrations (3000, 5000, and 7000 ppm). As seen 
on the figure, the unmodified Blade No. 5 at a given cavitation 
number, a, repeatability gave higher advance coefficients, J, 
than those obtained with Blades No. 1 and No. 3. The cavi
tation inception number, a, and the advance coefficient J are 
defined as follows: 

amb " 

\/2pVi J= 
nti1 (1) 

where Pamb is the far field pressure in the channel, Pv is the 
vapor pressure, p is the liquid density and V is the inflow 
velocity. D is the propeller diameter and n its rotation speed. 

Similarly, Blade No. 3 equipped with a single injector almost 
always gave better results than Blade No. 1 equipped with two 
injectors, even though Blade No. 3 ejected half the amount of 
polymer solution as Blade No. 1. This highlights the fact that 
Blade No. 3 has a better injector location. It is apparent from 
the figure that significant effects due to the polymer injection 
are observed, especially at the higher values of a. We presently 
do not have enough elements to conclude about any real de
pendence on a, since the experimental conditions at the lower 
values of a became polluted with air bubbles entrained in the 
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Fig. 3 Sketch of successive positions of injection ports on the two 
blades 

test section of the channel. Note in addition that increasing 
rpm (reducing J) in fact amounts to a reduction of the actual 
cavitation number. This is not apparent only because of the 
particular definition of a which does not reflect the local con
ditions within the tip vortex of the propeller. In order to min
imize the effects of gaseous bubble entrainment on the tip 
vortex dynamics, most tests were conducted at a low channel 
test section velocity, V = 10 ft/s. 
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Fig. 5 Influence of the concentration of injected polyox solutions on 
tip vortex cavitation inception. V = 10 ft/s. J = 0.9 Composite picture 
of all runs—Comparison with water and water/glycerin solution injec
tion. (Uncertainty in polymer solution concentration = ± 1 . 0 percent and 
in cavitation number = ±2.0 percent at 95 percent confidence level) 

Figure 5 shows the influence of the concentrations of Polyox 
WSR301 injected on the cavitation number at inception. A 
range of concentration between 1000 and 7000 ppm is covered. 
This figure is a "cut" through the curves (cavitation number, 
a, versus advance coefficient, /) at a constant value of J, here 
selected to be 0.9. Also shown on the same figure are the results 
obtained with water injection from the same blades. It appears 
from the curves that 3000 ppm is close to an optimum injection 
rate for the injection positions and the injection port sizes 
studied. At this point we do not have enough elements to 
explain the reasons for this behavior. We can only speculate 
that at the low flow rates tested, below some minimum polymer 
concentration (say 2000 ppm in this case) selective injection 
directly in the core is not effective and is comparable to water 
or glycerine solution injection. Injection of larger quantities 
of polymer solution on the periphery of the core (twice in this 
case) seems to be efficient at the lower polymer concentrations. 

Figure 6 presents percentages of improvement—i.e., de
crease—in the values of a needed to obtain cavitation for the 
3000 ppm Polyox solution case. This figure shows that im
provement of the order of 35 percent in the conditions that 
cause cavitation inception to occur can be obtained, i.e. at the 
same depth the propeller rpm and the ship advance velocity 
can be increased by more than 17 percent before cavitation 
occurs. 

It is very apparent from the above figures that the location 
of the injection port is very important for the elimination of 
steady tip vortex cavitation. Indeed even with twice the injec-
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Fig. 7 Influence of the rate of injection of polyox WSR 301 on the 
advance coefficient J at tip vortex cavitation inception. V = 10 ft/s. 
(Uncertainty in injection rate ±3.0 percent and in advanced coefficient 
J = ±1.0 percent at 95 percent confidence level) 

tion flow rate of Blade No. 3, Blade No. 1 achieves only about 
two thirds of the improvement observed with Blade No. 3. 
However, this conclusion seems to depend on the cavitation 
number. At the lower values of the cavitation number, a, this 
limited test series (especially in terms of the flow speed) appear 
to indicate that the injection configuration of Blade No. 3 
becomes much less good than Blade No. 1 which continues to 
be effective at delaying cavitation inception. Combined with 
our earlier comment about the presence of a large number of 
relatively large bubbles at the low cavitation numbers and the 
inefficiency of polymer injection in preventing the growth of 
these bubbles, it may be that the scheme on Blade No. 1, by 
injecting the polymers not exactly in the core region but on its 
periphery, may be efficient in delaying the capture of the large 
bubbles by the vortex. These comments are, however, only of 
a speculative nature at this point and need to be confirmed in 
future work. In any case the results of the tests presented here 
at the lower ambient pressures and at the higher channel ve
locities (higher J) are to be reconfirmed in future studies due 
to tunnel limitations as explained earlier. 

5.1 Influence of the Injection Rate. The influence of the 
injection rate on the effectiveness of polymer injection in de
laying tip vortex cavitation is illustrated in Fig. 7. In order to 
reduce testing time, a channel speed and an ambient pressure 
were first selected. Then for each injection flow rate, the rpm 
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Fig. 9 Comparison of thrust and torque on propeller with and without 
polymer injection at several ambient pressure (0.18 atm < Pamb < 0.79 
atm). Polyox WSR 301-2875 ppm. Injection rate 250 cc/min, 3 injectors, 
V = 10 ft/s, (Uncertainty in propeller rotation speed = ±0.5 percent 
and in thrust = ±2.0 percent at 95 percent confidence level) 

of the propeller—and therefore the advance coefficient, J— 
at which cavitation inception would occur was noted. When 
the injection rate is zero the J value is that of the unmodified 
propeller. For nonzero values of the injection rate a reduction 
in the value of J (an increase in rpm) is needed for cavitation 
inception to occur. Figure 7 shows the results obtained for two 
values of the cavitation number, a. Both values of a—12.4 and 
17.6—were selected in a range where gaseous bubble influence 
was minimal. The observed differences between the values of 
J at zero injection rate indicate the amount of data uncertainty 
(e.g. 0.95 and 0.955 for a = 12.4, indicate an uncertainty of 
the order of 1 percent). A significant amount of drop in the 
value of J can already be observed at an injection rate for all 
ports of 60 cmVmin (about 20 cmVmin/port). (We would like 
to note here that we were not able to measure directly the rate 
in each port during the tests. However, preliminary tests con
ducted on the modified propeller outside of the channel showed 
practically no difference between the three ports. During the 
tests the flow rates depend obviously on the local pressure at 
the exit of each port. Since all three ports used for tests reported 
on in the paper were generally in the same vicinity, the variation 
of the pressure drop between the injection port and the three 
ports was negligible so that we can assume for an order of 
magnitude estimate that the flow rates were about the same 
in all three injectors.) At that injection rate J decreased by 3 
percent. This performance improvement continues to increase 
with the injection rate. At the relatively low cavitation number, 
a - \2A, Blade No. 3 appears to exhibit a minimum value of 
the advance coefficient at inception for the total flow rate in 
the range of 230-240 cmVmin (75-80 cmVmin per port). At 
this minimum, the improvement in J is about 8 percent. On 
Blade No. 1 and for both modified blades at a = 17.6 there 
is no distinct maximum cavitation reduction point. However, 
the amount of cavitation retardation appears to attain a sat
uration range when the injection rate exceed about 310 cm3/ 
min for all ports. These results indicate the existence of an 
optimal injection rate. 

5.2 Injection of Water and Glycerin. In order to check 
if the positive results observed earlier were due to mass injection 
only, or because the injected mass was very viscous, or if 
directly related to the viscoelastic character of the drag reducing 
polymers, we tested the influence on the propeller tip vortex 
cavitation of the injection of pure water and of a 50 percent 
mixture of water and glycerin. 

Figure 8 shows the results of two series of tests. In the first 
series a solution of 3000 ppm of Polyox WSR301 is injected 
from Blade No. 1 equipped with two injection ports, and from 
Blade No. 3 equipped with a single injection port. In the second 
series of tests shown in the figure pure water is injected from 

Blade No. 1 and Blade No. 3 at the same injection rate (about 
70 cmVmin/injector) and the new characteristics of these blades 
(cavitation number, a, versus advance coefficient, J) are com
pared with those of Blade No. 5. The injection of the same 
flow rate of pure water is seen to have little effect on the 
cavitation inception of the blades. In fact a small effect in the 
opposite direction (enhanced or earlier cavitation) can be ob
served on blade No. 1. This is probably due to the injection 
with the water of some bubble nuclei. This could also be in
terpreted as due to cavitation of the injected water jet. During 
injection of polymer solutions this secondary effect is over
shadowed by the opposing cavitation inception retardation 
effect (pressure rise in the vortex viscous core) due to the 
presence of the viscoelastic fluid. 

Also shown on the figure is the injection of a highly viscous 
mixture of 50 percent water and 50 percent glycerine—viscosity 
of the order of 10 centipoises, close to that of a 3000 ppm 
concentration Polyox solution. Here again little effect of the 
viscous solution injection is seen. If any, the effect seems again 
to be negative on Blade No. 1 showing for a given advance 
coefficient, J, an increase in the cavitation number at tip vortex 
cavitation inception. 

The results presented above strongly indicate that the vis
coelastic properties of the polymer solutions are responsible 
for the observed significant delay in the cavitation inception 
of the tip vortex cavitation on the tested propeller. 

5.3 Influence on Thrust and Torque. The positive results 
observed in these tests would not be of interest if they were 
accompanied by any detrimental effects such as loss of per
formance, due to increased drag or reduced thrust or torque. 
This is the case for a homogeneous, uniform solution of pol
ymers which induces improvement in cavitation inception char
acteristics but is also accompanied by an undesirable loss of 
thrust. To investigate this, thrust and torque of the propeller 
were measured simultaneously during the tests in the presence 
and absence of injection. The results of these measurements 
are shown in Figs. 9. 

The solid lines were obtained in absence of any fluid injec
tion, while the unconnected symbols indicate measurements 
made when a solution of 2875 ppm of Polyox WSR301 was 
injected from both Blade No. 1 equipped with two injection 
ports and Blade No. 3 equipped with a single injection port. 
The injection rate from the three ports totaled 250 cmVmin. 
Figure 9 indicates that no measurable influence of the polymer 
injection is obtained on either thrust or torque. Details of the 
observations (Chahine et al., 1991) clearly indicate that vari
ations in thrust and torque on the curves in Fig. 9 are due to 
changes in the ambient pressure. Variations due to mass in
jection of the polymer solution could not be detected. This is 
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Fig. 10 Comparison of thrust and torque on propeller with and without 
polymer Injection at high ambient pressure in the channel. Polyox WSR 
3012875 ppm. Injection rate = 250 cc/min, 3 injectors, V = 10 ft/s. 
(Uncertainty in propeller rotation speed = ±0.5 percent and in thrust 
= ±2.0 percent at 95 percent confidence level) 

illustrated in Fig. 10 for one particular value of the ambient 
pressure. 

These results allow us to conclude that the tip vortex cavi
tation inception improvements observed with the injection of 
polymer solutions are not accompanied by any measurable 
decrease in propeller performance. 

6 Preliminary Analysis 
6.1 Importance of the Injection Location. The results 

obtained in this study corroborate results obtained by Fruman 
et al. (1990) on two elliptical planform three-dimensional foils. 
These observations, as well as LDV measurements of the ve
locity profile across the tip vortex strongly indicated that op
erating the foil in a homogeneous polymer solution reduces 
the value of tip vortex cavitation inception by decreasing the 
intensity of the circulation, T. When the polymer solution is 
injected exclusively in the tip vortex core area, the circulation 
is not modified. Instead, laser velocimetry indicated that the 
viscous core is thickened and the maximum tangential velocity 
is reduced. This results in an increase in the pressure at the 
axis of the tip vortex and a decrease in the cavitation inception 
number, a, without any decrease in the foil lift. 

This could be intuitively interpreted as follows. The "in-
viscid" portion of the vortex flow remains unmodified by the 
selective polymer injection (therefore, T remains the same), 
while the flow in the viscous core is modified and its angular 
velocity reduced due to the viscoelastic effects of the solution 
(therefore, the pressure at the axis is raised). From the view
point of potential flow theory, the lift and thrust due to the 
blade arises from the vortex sheet formed at the trailing edge 
of the blade. The effect of causing the entire liquid to contain 
polymer may then be thought to cause a 'smearing' of this 
sheet, thus weakening it and reducing lift. Similarly, locating 
the injection ports inappropriately might cause some undesir
able effects. Thus it is critical that the injection be performed 
in a manner such that the polymer solution is directly injected 
into the vortex core. 

This reasoning is supported by a simple two-dimensional 
Rankine vortex model. In this model the tangential velocity, 
Ve, is related to the vortex circulation, T, by the relations: 

T Tr 
Ve = —\ /•>«£•; Ve = ur = ——j; r<ac. (2) 

2wr 2ircrc 

The pressure field is then known analytically and given in 
a non-dimensional form by the equations: 

2 
- Q a. 

r>ar. 

/>(/•) = 1 - Q 
I 
2 \a. 

where pressures are normalized with the local pressure, Pamb 
and 0 is given by the expression: 

\2 
P n=- 27TO, 

(4) 

This equation shows that the pressure on the axis can be 
raised by either increasing ac or decreasing T. The injection of 
Polyox solution has apparently increased the viscous core size, 
ac, since the thrust and torque of the propeller, thus T were 
not significantly modified. 

6.2 Explanation of Observed Results. Different mecha
nisms may contribute to increasing the pressure on the vortex 
axis depending on how mass injection takes place and on the 
substance used. Three distinct mechanisms can be cited here: 

1. The rotational flow about the vortex core is decelerated 
by transfer of momentum from the existing mass of fluid to 
the newly added mass. 

2. In the case of an injected fluid that is more viscous than 
water (e.g., polymer or water/glycerin solutions), the viscosity 
of the fluid in the core is increased by addition of the injected 
substance. This increased viscosity modifies the vortical flow 
in such a way as to reduce rotational speed, and thus circu
lation. 

3. In the case of polymer solution injection, the rheology 
of the fluid is modified from Newtonian to viscoelastic. Ad
ditional strain and stress forces come into play and absorb a 
portion of the rotational energy of the vortex. These added 
stresses also modify the pressure field, raising the pressure in 
the core center away from vapor pressure. 

6.3 Mass Injection Effect. Mechanism 1 should in prin
ciple apply to both water and polymer additives. This mass 
addition can be modeled by placing a point source at the 
injection port on the hydrofoil or propeller blade. Then the 
equations of continuity, momentum and vorticity in the in-
viscid approximation are given by: 

V 'V=m 

dV 1 . F 
_==+K.vK=— Vp-m(V-Vs)- = + i 
at — — p — p -

Dt~ -u- V F-mco, (5) 

r<ac, (3) 

where _Fis the fluid velocity, w the vorticity vector, p the fluid 
density, and/) the pressure, m corresponds to the relative rate 
of mass increase due to the source. The momentum equation 
includes the reaction force F on the point source. 

This force may work to help increase the thrust of the pro
peller. The vorticity equation also has an additional term due 
to the point source. Since the injection of mass into the flow 
corresponds to a positive value of the source strength, the 
implication is that the last term in the vorticity equation will 
help reduce the vorticity of the total flow. This equation sug
gests that it is important to locate the injection port in the high 
vorticity region of the tip vortex. Based on the results presented 
here this effect appears to be minimal at the considered flow 
rates of injection of water or a purely viscous fluid. It is 
speculated from previous observations that polymer injection 
is more effective since it is accompanied with a "swelling" of 
the injected jet in the surrounding fluid. This swelling does 
not occur with a purely Newtonian fluid. 

6.4 Importance of Using a Viscoelastic Fluid. A univer
sally accepted model for polymer solutions behavior does not 
exist. However, some aspects of the behavior can be highlighted 
by using the following Oldroyd 3-parameter viscoelastic be
havior 
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afj + Tt ~dF=2lx e?+t 
dt 

(6) 

where ofj represents the deviatoric components of the stress 
and ef the deviatoric components of the strain. 6g and rg are 
characteristic relaxation times of the polymer. To account for 
this behavior of the viscoelastic fluid, the following generalized 
Navier Stokes equation can be used: 

dV 

dt 
--+V.VV '-Pg + V'(-p[+oD). (7) 

The last term in Eq. (7) is related to the velocity gradients 
and the flow history through the constitutive Eq. (6). In the 
case of a line vortex-flow and a simple Rankine vortex, the 
radial component of Eq. (7) simplifies to: 

d(p-<£) dp* Vl (o?r-afe) -_ — - = p — + -
or r dr dr " r ' r ' ( 8 ) 

p* or (p — o%) is the normal stress in the fluid which has to 
decrease below pv for cavitation to occur. For a Newtonian 
fluid ofr=of0 = 2fiefr=2iiefg = 0. For a viscoelastic fluid de
scribed by Eq. (6), ofr and afe can be finite and are determined 
by the equations: 

07r = ar, 
- < / T „ . 

= ff«0e '"s- (9) 

aro and a0o are initial condition values of pressure-like normal 
stresses along the radial and tangential directions. They could 
be introduced, for instance, through initial non-zero values of 
the radial velocity Vr due to the polymer mass injection. 

Considering the case where the flow due to the mass injection 
has a behavior intermediate between that due to a spherical 
source and a line source (to account for "swelling"); say 

Vr = g/ra; l < a < 2 , (10) 

and integrating the momentum equation between a point M 
in the vortex core and "infinity" one obtains: 

p*(M)=pNevll(M)+^e-,/Ts 
I'M 

(11) 

where /?Newt(-W) is the value of the pressure at M if the fluid 
were Newtonian, /* is the dynamic viscosity, and r is the pol
ymer relaxation time to deformation. Equation (7) shows that 
a pressure increase relative to the Newtonian case is observed 
if a "swelling" viscoelastic core is present. With the simplified 
model used this increase decays exponentially with time with 
a time constant equal to the polymer relaxation time for de
formation, TS. This pressure increase is probably maintained 
by a feedback mechanism between injection and flow field 
behavior. When the pressure rises the injection rate goes down, 
then goes back up as soon as the pressure drops. 

7 Conclusions 
Following an extensive but rather empirical effort to find a 

good location for polymer solution injection in the tip region 
of a propeller, this study demonstrated the feasibility of the 
concept of tip vortex cavitation suppression by selective pol
ymer injections. The following conclusions were drawn from 
the study: 

1. Injection of solutions of a drag reducing polymer into 
the tip vortex area of the blade was effective in delaying tip 
vortex cavitation inception. 

2. Some combinations of polymer concentration injection 
rate (in the range 3000 ppm and 80 cmVmin/part) showed a 
decrease in the cavitation number at inception as large as 35 
percent. 

3. Injections of pure water and a 50 percent water-glycerin 
viscous mixture did not show any improvement in the tip vortex 
cavitation characteristics of the propeller. 

4. The location of the injection port was seen to be ex
tremely important. Optimum injection port location appears 
to be on the suction side tip of the blade at the tip vortex 
attachment point, with injection directly into the core. Out of 
two configurations studied, the better one achieved improve
ments in the cavitation inception characteristics that were at 
least 50 percent better than the second one, even though the 
less performing configuration had injection rates twice as large. 

5. The selective local injection of the polymer solutions 
did not adversely affect either propeller torque or thrust. 

6. Selective injection makes the concept practical by re
ducing the weight of the polymers needed for injection and by 
not effecting the propeller performance. 

These conclusions are obviously to be confirmed for other 
ranges of the variables that were not tested in this study, more 
precisely for higher values of / , and the Reynolds number. 

8 Experimental Uncertainty 

The pressure in the water tunnel is measured with an error 
of ±100 Pascals. The water channel speed is measured with 
a pitot tube allowing an error of 0.5 percent. This results in a 
maximum possible error on the cavitation number of less than 
2 percent in the worst experimental conditions (lowest ambient 
pressures, highest velocities). Since cavitation inception was 
detected visually one should add an error of about 1 percent 
due to the observer's sensitivity to the appearance of cavitation 
events. Errors due to variations in the channel nuclei contents 
which could be large are minimized by the fact that we con
ducted comparative tests (with and without polymer injection) 
in the same water conditions. Repeatability accuracies of the 
data presented is within 1 percent. The propeller rotation speed 
is measured with an accuracy of 0.5 percent. The polymer 
solution concentration rate is obtained with an accuracy of 1 
percent. The error in the measurement of the polymer injection 
rate can be as high as 3 percent, while the thrust and torque 
of the propeller are measured with an accuracy of 2 percent. 
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Study of Nuclei Distribution and 
Vortex Diffusion Influence on 
Nuclei Capture by a Tip Vortex 
and Nuclei Capture Noise 
Earlier studies of cavitation nuclei behavior in the presence of a Rankine tip vortex 
have shown that the nuclei is attracted or captured by the vortex pressure field and 
during this process noise is produced by the rapid nuclei growth. The present paper 
extends the study of Ligneul and Latorre (1989). The capture of nuclei by the tip 
vortex was characterized by an index M which depends on the nuclei radius, initial 
location, and the vortex circulation. To clarify the nuclei distribution effected by 
this capture process, the frequency of nuclei capture is derived in terms of the nuclei 
distribution N(R). The influence of the tip vortex axial diffusion on the nuclei 
capture process is formulated and number results presented to show how vortex 
diffusion delays the nuclei capture. The paper closes with a discussion of the nu
merical simulation of the nuclei capture and noise generation by the tip vortex. 

Introduction 
At certain conditions encountered during the operation of 

marine propeller and other lifting surfaces, the radiated noise 
increases due to the growth and collapse of cavitation nuclei 
in the low pressure regions of the tip vortex shed from the 
blade tips, (Ross, 1976; Hsu, 1991). Theoretical and numerical 
studies by Bovis (1980), Latorre (1980), Levkovskii (1978), 
Ligneul and Latorre (1989) have shown that the nuclei in the 
presence of a tip vortex is attracted to the tip vortex core. The 
rapid growth of the nuclei results in the characteristic bursts 
of the noise signal before visible tip vortex cavitation appears 
(Latorre, 1980). At higher propeller revolutions, the tip vortex 
cavity forms with a relatively smaller increase in the inception 
noise level. 

In the analysis of Latorre and Ligneul (1989) the capture of 
spherical nuclei in the presence of a tip vortex was modeled 
and the analytical calculations compared with available nu
merical results. 

In the present work, the capture model developed by Ligneul 
and Latorre (1989) is extended to include: 

1 Influence of tip vortex diffusion on the nuclei capture 
process. 

2 Influence of variation of nuclei size in the incoming fluid. 
3 Clarification of the noise generation process as consisting 

of a monopole acoustic pressure qm and a dipole acoustic 
pressure q^. 

Modeling the Nuclei Capture by the Tip Vortex. In the 
nuclei capture model the tip vortex is idealized as a Rankine 

vortex. The experimental measurements of the tip vortex struc
ture by Steinbring et al. (1991) show that the tip vortex flow 
resembles a Rankine vortex. These measurements show the 
velocity distribution is linear across its diameter while the outer 
tangential velocity distribution decreases approximately as 
1/r. 

Ligneul and Latorre (1989) modeled the capture of a spher
ical nucleus of radius R0 located a distance L, from the center 
of a Rankine vortex with circulation F and radius Ri (Fig. 1). 

The relative magnitude of the initial acceleration in the er 
and ee (Fig. 1) directions was found to be characterized by a 
parameter M, defined as follows 
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Fig. 2 Comparison of nuclei capture length L" with numerical results 
of Latorre (1980) 

Lt>R, Ra-
L = M 

L;<RX Ra 
Ro' 

--M 

where 

R, 
6lTV 

(1) 

(2) 

This leads to three cases based on the order of M. 
(i) Case I M» 1: The rotation acceleration is not larger 

than the attraction acceleration. The spherical nuclei undergo 
rotation around the vortex before the attraction occurs. 

(ii) Case II M= 1: The rotation acceleration and attrac
tion acceleration have the same order of magnitude. The spher
ical nuclei undergo both rotation and attraction. 

(iii) Case III M« 1: The attraction acceleration is larger 
than the rotation. The spherical nuclei is captured with min
imum rotation around the vortex center. 

Illustration of Nuclei Capture by the Tip Vortex. The nu
clei trajectory in the presence of a tip vortex was obtained by 
numerical integration of the governing equation of nuclei 
growth and motion by Latorre (1980). The solid line in Fig. 
2 shows the numerical obtained trajectory for M= 1.72. Fol
lowing the classification scheme, for M> 1 the nucleus initially 
rotates around the tip vortex before being captured. In order 
to isolate the capture phase of the trajectory, Ligneul and 
Latorre (1989) introduced the critical radial distance from the 
tip vortex axis denoted by dc(R0) and a corresponding critical 
axial length L*. 

dc(R0)=^ 
J<a 

and 

where 

L* = VT,. 
L, 

v\dc(Ro) 

Rl 
3v 

(3) 

(4) 

(5) 

the nucleus trajectory when the nucleus rotation around the 
vortex is completed and the nucleus enters the tip vortex and 
is captured. This comparison shows that by determining dc(R0) 
and L* it is possible to isolate the nucleus capture. It is possible 
to model the influence of vortex diffusion as well as the in
fluence of nuclei distribution N(R) on the tip vortex capture 
process for M< 1. 

Modeling of Nuclei Distribution N(R) Capture. As dis
cussed earlier, the initial nucleus position L, and radius R0 at 
the time corresponding to x = 0 influence the frequency of the 
nuclei capture occurring at a given axial position x > 0 . 

The frequency (number per unit time) / of nuclei passing 
through a ring element at radius r = Lt and width 8r is given 
by: 

{"max 
n(R)dR (6) 

R • 

where Rmin and i?max are the minimum and maximum radii of 
the nuclei. 

Each nucleus transverses a distance xs(RQ) before entering 
the critical radius R = dc(R0) (Fig. 1(b)). The distance xs which 
corresponds to L* and can be approximated as: 

12TT2V / 
Xs~ r2 Rl (7) 

Therefore the ring thickness 5 corresponds to a cylinder at xs 

with length increment 8X: 

S,= 
48Tr2vVri8r 

T2 Rl 
(8) 

The cylinder (xs,8xs) is determined by the range of nucleus size 
R-(8R/2)toR+(8R/2): 

N[R,8R]=\ N(R)dR (9) 

where N(R,8R) or N(R) is simply the number of nuclei per 
unit volume. Thus the frequency of nuclei passing 

f=F[R,8R,8r,r] (10) 

is transformed into a density of nuclei growing events given 
as a function per unit length 

df R2N(R,8R) T2 

dx~ P- 24irv 

or in terms of radius r. 

df 
dr 

RN(R) T 
4 V^ 3u 

(11) 

(12) 

Figure 2 illustrates how dc(R0) and L* define the point on The frequency of events is: 

Nomenclature 

-D(Re) = nuclei drag coefficient 
dc(Ro) = critical radial distance 

/ = frequency of nuclei per 
unit time 

fo = initial nuclei frequency 
L, = initial nuclei position 
L0 - location at which nuclei 

enters capture phase 
N(r) = nuclei size distribution 

M = nuclei capture index 
m = distance from nuclei to 

observer 

p 
Pac 

P„ 
Qri 
Qm 

r 
Ra 
Re 
Ro 
Rl 

r 
T 

= 
= 
= 
= 
= 

= 
= 
= 
= 
= 
= 
= 

pressure 
acoustical pressure 
vapor pressure 
dipole acoustical source 
monopole acoustical 
source 
nuclei radius 
tip vortex parameter 
nuclei Reynolds number 
initial nuclei radius 
vortex radius 
nuclei trajectory radius 
time 

T 
1 V 
V 

V6 

X 

upper bars 

r 
X 
a 
8r 

7 
P 
V 

= 
= 
= 

= 
= 
= 
= 
= 
= 
= 
= 
= 

viscous time scale 
velocity 
tangential nuclei veloc
ity 
axial distance 
nondimensional values 
vortex circulation 
distance 
nuclei parameter 
vortex-nuclei parameter 
diffusion 
fluid density 
fluid viscosity 
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Fig. 3 Study I. Results of nuclei capture simulation by tip vortex. Nuclei 
radius R0 and capture location X/fl, (details in Table 1). 1) Calculation 
without viscous diffusion; 2) calculation with viscous diffusion. 

/ = : RN(R) + / 0 (13) 

The initial value of / 0 is determined by the nuclei directly 
influenced so that 

r0*de(.Ra) (14) 

Thus the frequency / 0 is described by the initial number of 
nuclei passing through the disk of radius dc(R0) shown in Fig. 
2. 

,.rfc</?0) 
/„ = VN(R,5R)rdr (15) 

J r = 0 

The frequency of nuclei capture can be written as: 

r 
/ = : 

<xy MR6> 
— N(R0)R+\ VN(R)rdr 
3v J,_n 

(16) 

Influence of Tip Vortex Diffusion. The solution of Bo vis 
(1980) is taken as the first approximation for the tip vortex 
with viscous diffusion: 

r zd 

VB-—{\-e*»t) 

This translates into the radial pressure gradient: 
dp_ v\ r2 

dr~ "4TTV 
(l-etut) 

(17) 

(18) 

The radial pressure gradient in Eq. (18) results in a new 
nondimensional equation for nuclei trajectory radius r which 
is based on the governing equation obtained by Ligneul and 
Latorre (1989): 

u^y-fi 2eVT
2' 

(19) 

where the bubble drag coefficient is given as a function of 
Reynolds number Re: 

(20) D(Re) = 1 + 0.197R°63 + 2.6 x 10'4R^38 

and 

Ri 

Rl 
' 6irvR\ 

(21) 

(22) 

(23) 

With the inclusion of the vortex diffusion, it is possible to 

7=[ l -exp[-3^L 2 AW? 2 , ] ] 

Table 1 Parameters used in the simulation of nuclei capture 
by a tip vortex (Fig. 3) 

Item Symbol Units Value 
Vortex circulation 
Vortex radius 
Velocity 
Nuclei position 
Initial nuclei radius 
Maximum nuclei radius 
Pressure 

r 
R\ 
V 
L; 
R< 
R 

P-Pv 

m2 

m 
m/s 

m 
m 
m 
Pa 

1.0x10" 
1.06x10" 
1.2x10" 

4.14x10" 
1x10 6 

6 x l 0 " 5 

1.32x10" 

Table 2 Parameters used in example calculation of nuclei 
capture and noise (Fig. 4) 

Item Symbol Units Value 
Vortex circulation 
Vortex radius 
Velocity 
Nuclei position 
Nuclei radius 
Pressure 
dARo) 
RA 
La 

r 
R, 
vx L, 
Ro 

P-Pv 
dc(Ro) 

— 
— 

m2/s 
m/s 
m/s 

m 
m 
Pa 
m 
— 
— 

0.101 
1.06X10"3 

12.0 
1.5X10"3 

5.X105 

1.5 xlO5 

3.66X10"3 

1.366X10"2 

9.0 

examine the influence of the tip vortex diffusion on the distance 
x/R\ transversed by a given nucleus of radius RQ before it 
reaches the critical capture radius given by r = dc(R0) in Eq. 
(3). 

When diffusion is present there is a reduction of the tip 
vortex circulation T0 to 0.8 T0. Figure 3 compares the distance 
x/R\ for nucleus having an initial radius in the range of 
5 <Rj<40 fxm for a tip vortex with and without diffusion. The 
values used in the calculation are summarized in Table 1. 

The comparison in Fig. 3 shows that without diffusion the 
nuclei of R,<8 ^m are captured while with diffusion there is 
a larger range of nuclei which are not captured. Consequently, 
there is a delay in the capture of a nucleus caused by vortex 
diffusion. 

Nuclei Capture and Noise Generation Calculation Exam
ple. To illustrate the results for the nuclei capture and noise, 
calculations were made for the case summarized in Table 2. 
The calculations were begun when the nucleus location r from 
the vortex axis reaches the capture value L0 = 9.0 given in Table 
2. 

r = dc{Ro)'La 

The corresponding values of r, r, R, R, at this point were 
then used in the governing equations (Ligneul and Latorre, 
1989): 

- 3 f f + /c,(f,e,a) + 0(M)2 

76 + 2T 

r~>oi 

r>a 

H 

x--

1 = 

k> 

= 3k2(?,d,o 

= - 3 i | + 

a*(?F-£ 

= r~d2-3r 

4* 
0(M)2 

) 

k2 

0(M)2 

*-i. 

= f(l-

-?'e 

~B) 

(24) 

(25) 

(26) 

(27) 

(28) 

The results were nondimensional using the following expres
sions: 

Trajectory 
Nuclei Radius 

Time 

R = R/R0 
— R2 

T= T/Tv where Tv = ~ 
3D 
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Fig. 4(a) Nuclei trajectory radius 7(f) and Nuclei radius R 
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Fig. 4(b) Monopole acoustic pressure qm and Dipole acoustic pressure 

Fig. 4 Study II. Simulation of nuclei capture and corresponding noise 
generation (details in Table 2) 

Monopole Acoustic 
Pressure 

Dipole Acoustic 
Pressure 

Qm = -

T 2 

- QdTy 

K0 

The acoustic pressure for a single nucleus, denoted by Pac is 
a combination of Monopole and Dipole acoustic pressure: 

P = 
4ir m+Qddt\m 

where 

qm = jt(R
2R\t)) 

qd=(R2R(t)) 

-- distance from source to observer 

(29) 

(30) 

(31) 
(32) 

The calculation results for the parameters in Table 2 are 
shown in Fig. 4. This figure corresponds to the case where the 
nucleus has reached the critical capture radius r. The nondi-
mensionalized trajectory r versus time t is shown in Fig. 4(a). 
This shows that the nuclei are effectively captured by t~ 10. 
The corresponding nucleus radius R is shown in Fig. 4(a). At 
the point of capture, the nucleus has doubled its initial radius, 
R = 2.05. 

In Fig. 4(b) qm and qd are plotted as functions of t. It is 
clear by comparing the figures that the maximum value of the 
monopole source qm occurs at t=8.75. These curves corre
spond to the earlier calculations of Pac (Latorre (1980)). The 
benefit of writing the noise from nuclei capture in terms of 

q„, and qd, is that Eq. (29) allows the present results to be used 
to model the noise generated by a nuclei captured by a helical 
tip vortex from a marine propeller. 

Discussion and Conclusion 
The formulation and numerical results presented in this pa

per provide the basis for treating the tip vortex diffusion caused 
by fluid viscosity as well as the statistical nuclei size population 
when modeling the capture of nuclei by tip vortex. 

Based on these nuclei capture results, it is possible to treat 
the problem in two parts. I) the capture of the nuclei beginning 
at the critical trajectory radius dc(Ro) and II) the rapid growth 
and the corresponding noise generation in the final state of 
nucleus capture. Regarding I: 

1 A formulation which models a nucleus undergoing the 
tip vortex capture process and the frequency of nucleus capture 
is introduced. 

2 The formulation to model the influence of tip vortex 
diffusion is obtained. Comparison of numerical simulations 
with and without vortex diffusion shows that the vortex dif
fusion delays the nucleus capture. 

3 The numerical simulation with and without tip vortex 
diffusion indicated that the vortex diffusion will not influence 
nuclei with radii smaller than 8 (im. This indicates that the 
cavitation nucleus capture by a tip vortex has a high pass effect 
of consolidating the larger cavitation nucleus in the vortex. 

Regarding II: 
4 The rapid growth and corresponding noise generation 

simulation can now be considered as necessary in the situation 
when the characteristic index M< 1. 

5 In addition to simulating the measured noise spikes meas
ured in the tests (Latorre, 1980), the numerical results show 
that this spike is generated by both Monopole and Dipole 
acoustic noise source terms. 

The present study allows for the extension to the model of 
tip vortex capture by helical vortices representative of an op
erating propeller. 
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A Comparison of Four Velocity 
Bias Correction Techniques in 
Laser Doppler Velocimetry 

Data from a two-component dual-beam laser-Doppler Velocimeter were used to 
evaluate four different velocity bias correction methods. The data were collected 
over a range of valid data rates from 100 Hz to 20 kHz at four flow locations in a 
shear layer. Turbulence intensities ranged from 15 to 100 percent. Flow statistics 
were calculated using these proposed velocity bias correction techniques. The results 
were compared to the unbiased values, which were obtained using an approximated 
equal-time sampling technique. Some of the correction schemes performed well at 
low turbulence levels, but became ineffective at high turbulence levels. One ad hoc 
empirical correction scheme showed relatively good results throughout. 

Introduction 
Velocity bias is an error inherent in the statistical analysis 

of burst measurements from the laser Doppler velocimeter 
(LDV). McLaughlin and Tiederman (1973) were the first to 
document this bias error, which was shown to be a result of 
the particle arrival probability in the probe volume of the LDV. 
More specifically, the probability of a seed particle entering 
the probe volume, and thus the probability of a measurement 
being made, is higher when the velocity is greater than the 
average velocity. Similarly, the probability of making a meas
urement (realization) is lower when the velocity is less than the 
average velocity. The result of recording more velocity meas
urements at higher than average velocities causes the calculated 
statistical mean to be biased toward higher velocities. The 
magnitude of the velocity bias error has been shown by Gould 
et al. (1989) and others (Nejad and Davis, 1986 and Petrie et 
al., 1988) to be relatively insignificant at low turbulence levels 
but as large as 40 percent or more at high turbulence levels, 
where the LDV is more useful than hot wire anemometry. 
Other biases, which are mainly hardware dependent, have been 
summarized by Edwards (1987). When analyzing velocity bias, 
three conditions are usually assumed: 1) uniform seed density, 
2) a spherical probe volume, and 3) isotropic conditions existing 
inside the probe volume. The first condition eliminates the 
need to consider nonuniform seeding effects from the analysis 
while the latter two conditions eliminate the need to consider 
directional dependence. 

The first of the correction methods considered here is the 
two-dimensional weighting function proposed by McLaughlin 
and Tiederman (1973), which is subsequently referred to as 
the MT2-D method. They hypothesized that the bias error is 
proportional to the magnitude of the instantaneous velocity, 
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and introduced a weighting function that is the inverse of this 
magnitude. The next technique proposed was the time between 
data (TBD) method of Barnett and Bentley (1974), who utilize 
the time between each realization, or the interarrival time, as 
the weighting function to correct for velocity bias. Hoesel and 
Rodi (1979) devised the next method utilizing the time that a 
seed particle remains in the probe volume, or the residence 
time, as the weighting function. The residence time (RT) cor
rection of Hoesel and Rodi was not tested in this study due 
to the lack of particle residence time data. Chen and Lightman 
(1985) adapted a method, first introduced by Edwards and 
Baratuci (1984) using simulated data, to actual LDV data which 
is referred to as the conditional measurement rate (CMR) 
method. The most recent correction scheme was introduced 
by Nakao et al. (1987) and uses an empirical function, which 
attempts to transform the skewed (i.e., biased) probability 
density function (pdf) into a symmetrical Gaussian (normal) 
distribution shape. Therefore, it is referred to here as the ve
locity pdf shape (VPS) correction technique. Table 1 is a sum
mary of the weighting functions and the data that are required 
for each method. 

Each of the aforementioned correction methods, except for 
the RT technique, was applied to each LDV data set. The 
procedure required to employ each method is discussed along 
with any difficulties which were encountered. Corrected axial 
mean velocities were calculated and compared to the unbiased 
values and will be presented in this paper. 

The goal of this study is to expand the knowledge base of 
velocity bias corrections by demonstrating the worthiness of 
each correction technique for various seed densities in differing 
regions of turbulence. Because velocity bias is such a difficult 
phenomenon to describe, it is difficult to generalize findings. 
However, it can be said that the same data were used for each 
correction scheme and that the results presented here are self-
consistent. 
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Table 1 Proposed weighting functions 

Name Authors Weighting function, w, Data 
MT2-D McLaughlin and Tiederman (1973) 1/IK,I u, v 
TBD Barnett and Bentley (1974) T,+ 1 U, T 
RT Hoesel and Rodi (1979) /, u, t 

CMR Edwards and Baratuci (1984) (r(V))/r(V) u, v, T 
VPS Nakao et al. (1987) [l+Cu-uJ/u]1-5 u 
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Correction Procedure 

The LDV data used in this comparison is from a previous 
study performed by Gould et al. (1989). Simultaneous 2-D 
velocity measurements were taken in the shear layer of an 
axisymmetric sudden expansion flow at an axial location two 
step heights downstream of the nozzle. Dimensions for the 
sudden expansion geometry are given in Fig. 1 and also in the 
nomenclature table. The inlet center line velocity was main
tained at 22.0±0.1 m/s throughout the testing giving a Reyn
olds number based on step height of 5.57 xlO4 . Frequency 
shifting (5 MHz) was employed in both components to elim
inate incomplete signal bias. Probe volume diameters were 250 
um and 150 jxm, respectively, for the axial (green) and radial 
(blue) components. Two TSI (model 1990) counter processors 
with coincidence timing logic (10 /̂ s window) were used in the 
fixed fringe count (N cycle = 16) mode. An atomizer followed 
by an evaporation-condensation unit was used to produce mon-
odisperse dioctyl phthalate (DOP) seed particles approximately 
1 jxm in diameter. For further details about the system see 
Gould et al. (1990 and 1988). Sample populations included 

6400 individual velocity realizations for each velocity com
ponent and time between realization data. Four radial positions 
in the shear layer were used to give nominal turbulence inten
sities of 15, 35, 65, and 100 percent. Statistical uncertainties 
in the mean velocity estimate, for a Gaussian distributed pop
ulation having 6400 samples and for a 95 percent confidence 
level, are 0.4, 0.9, 1.6, and 2.5 percent at the four radial 
positions, respectively (Yanta and Smith, 1973). Seeding dens
ities were controlled to give nominal coincident valid data rates 
of 100, 500, Ik, 5k, 10, and 20k Hz at each location. It is 
important to note that multiple realizations per burst were 
allowed to occur with this LDV system and did occur at high 
valid data rates as will be shown later. This effect would reduce 
the velocity bias error when compared to data where only a 
single realization per burst was allowed (Meyers and Clem-
mons, 1979). 

The unbiased result was determined using the now well ac
cepted technique of approximate equal-time sampling first in
troduced by Stevenson et al. (1982), and referred to as the 
saturable detector (Edwards, 1987), which eliminates the foun-

Nomenclature 

CMR = conditional measurement 
rate correction method 

DVR = data validation rate (pro
cessor valid data rate) 

Ei = defined as (w-u,)/w 
H = step height of sudden ex

pansion (38.1 mm) 
Hz = frequency unit (1/s) 

LDV = laser Doppler velocimeter 
MRD = multiple realization data 

MT2-D = McLaughlin-Tiederman 
2-D correction method 

POO = probability of event y 
(unitless) 

P(x\y) = conditional probability of 
event x (unitless) 

pdf = probability density func
tion 

r(V) = conditional measurement 
rate (unitless) 

Rx = inlet radius of sudden ex
pansion (38.1 mm) 

R2 = outlet radius of sudden ex
pansion (76.2 mm) 

Re# = Reynolds number (UgH/ 
c = 5.57xl04) 

RT = residence time correction 
method 

SRD = single realization data 
STD = standard uncorrected anal

ysis 
t = probe volume residence 

time (s) 
TBD = time between data correc

tion method 
TI = local turbulence intensity 

(TI = V"' 2 /M) 
(unitless) 

u = axial velocity (m/s) 
U0 = inlet centerline velocity 

(22.0 ±0.1 m/s) 
v = radial velocity (m/s) 
V = magnitude of velocity vec

tor (m/s) 
VPS = velocity PDF shape correc

tion method 
w = weighting function (varies) 
a = standard deviation (m/s) 
T = interarrival time (s) 

Super/Subscripts 
= mean value 

c = corrected value 
(' = summing variable 

ub = unbiased value 
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Table 2 Summary of unbiased data (/ /=38.1 mm) 
x/H 2.0 
r/H 0.833 1.000 1.129 1.207 

uub (m/s) 20.4 13.2 6.96 3.86 
a„4(m/s) 2.97 4.43 4.36 3.74 

TI(%) 14.6 33.6 62.6 97.0 

dation for velocity bias. This technique requires a relatively 
high seeding rate, which may not be achievable in some flows, 
and control electronics so that the signal processor can be 
inhibited from recording data for a user selected fixed time 
interval. If the seed density is high enough a measurement is 
recorded almost immediately after the processor is released 
thus giving nearly equal time sampling. Gould et al. (1986 and 
1989) have determined that the seed density must be such that 
the valid coincident data rate is greater than approximately 
three times the characteristic frequency of the microscale (i.e., 
reciprocal of the micro time scale) for this technique to produce 
unbiased results. Edwards (1987) suggested a more conserv
ative criteria; that the product of valid data rate and micro 
time scale (DVR«7\) should be greater than five. Recently, 
Winter et al. (1991) have suggested that the integral time scale 
is the proper flow scale to use. They concluded this by using 
both the integral and micro time scales in their particle arrival 
probability model and found that the integral time scale gave 
the unbiased result for their sample and hold processor when 
using the TDB correction scheme. Use of the micro time scale 
in their model resulted in overcorrection. Table 2 summarizes 
the unbiased results for each radial location. 

The correction techniques used in this study employ one of 
two methods for incorporating the weighting functions and 
subsequently calculating the mean and standard deviations for 
a stationary process. The first method uses ensemble analysis 
as its basis and applies a weighting function to each data point. 
The ensemble "corrected" mean and standard deviation values 
can be obtained with the following relations: 

N 

u = — (1) 

where N is the number of data points and w, is the weighting 
function. The second method of analysis uses discrete random 
variable analysis as its basis. In this case a continuous variable 
is transformed to a discrete variable by creating a histogram 
from the randomly sampled data. The range of the variable 
is divided into equal segments (bins). The population of each 
bin is increased by one each time a velocity value falls within 
the range of that bin. The pdf is created by dividing the pop
ulation of each bin by the total population. The weighting 
function for this case is applied with the following relations: 

K 

<V) = J]Vi'P(Vi)-wi (3) 

where K is the number of discrete values or bins, V, is the 
discrete velocity value for the fth bin, P{ V,) is the probability 
of the ith bin given by the velocity pdf and < > denotes the 
expected value. Again, w,- is the weighting function. 

Before any corrections were applied, the sample populations 
were first modified by discarding data outside the range of 
± 3 a from the mean value as is standard practice in LDV 
work. This filtering should remove only spurious data and not 
valid turbulent data. Care was used to preserve the time history 
of the sample population during this process. 

The MT2-D and TBD correction methods are the simplest 
and most straightforward to implement, assuming one has the 
necessary equipment. A 2-D LDV system is required in order 
to use the MT2-D correction method while interarrival time 
data is necessary in order to use the TBD correction method. 
To employ the MT2-D correction, the magnitude of the par
ticle's instantaneous velocity vector was calculated from the 
instantaneous axial and radial velocity components and the 
weighting function was the inverse of this magnitude. The TBD 
weighting function was simply the following realization's in
terarrival time. Both of these correction methods used the 
ensemble analysis technique given by Eq. (1). 

The CMR method was the most complex of the correction 
techniques tested here and is based on the premise that inter
arrival times for velocity intervals of a turbulent flow are 
Poisson distributed, as is the case for laminar flow with uni
form seeding. Three variations of this technique were explored 
in this study. CMRl and CMR2 were both presented in the 
original paper by Chen and Lightman (1985), while CMR3 is 
a slight variation of CMRl. The weighting function, as shown 
in Table 1, is (r( V))/r{ V) where r(V) is the conditional 
measurement rate of velocity V and {r(V)) is calculated as 
shown in Eq. (3) with a weighting function of unity. Although 
r( V) is termed a "rate ," it is derived from a probability density 
function and is actually unitless. Edwards and Baratuci (1984) 
defined r{ V) as the probability that the conditional interarrival 
time, T, is zero for the discretized velocity interval, (V, V+ dV) 
of the velocity pdf. Note that V must be interpreted as the 
magnitude of the velocity vector in this analysis. The condi
tional interarrival time, T, is defined as the time to the next 
data point on the condition that a sample having a velocity V 
has just been measured. A conditional probability, denoted as 
P(x\y), is the probability that event x will occur given that 
event y has occurred. Therefore, the probability of the con
ditional interarrival time can be denoted as P(T\ V), where V 
is the magnitude of the velocity vector and the conditional 
measurement rate, r( V), is defined as P(0\ V). 

In order to use any of the CMR methods the velocity range 
must first be divided into bins creating a discrete velocity his
togram. Since 2-D measurements were made here a histogram 
of the magnitude of the velocity vector was constructed. The 
number of discrete bins or intervals chosen in this study was 
10. The proper number of bins should be able to balance the 
effects of: 1) small sample size per bin and, 2) limited infor
mation potential from too few bins, and thus relies on the 
total sample population of each trial. This method showed 
erratic performance initially, which was found to be due, in 
part, to small sample sizes in some of the discrete velocity bins. 
In an effort to improve performance, a minimum bin sample 
size requirement equal to 1 percent of the total population was 
imposed, such that those velocity bins having fewer than 1 
percent of the total population were not allowed to affect the 
correction on the remaining velocity bins. Furthermore, the 
weighting factors, wh for the velocity bins having populations 
below this minimum threshold were assumed to be unity. The 
highest magnitude velocity bins were typically the only ones 
affected. Once the corresponding bin was found for the rth 
velocity measurement, T,+ I, the interarrival time of the next 
realization was also stored. The velocity pdf is created once 
all the data has been stored in the corresponding bins by nor
malizing the bin populations with the total population. From 
this point, CMRl and CMR3 required the creation of the pdf 
for the interarrival time data, T, for each velocity bin. The 
proper choice of the discrete interarrival time bin intervals is 
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dependent upon knowledge of the flow time scales. Edwards 
(1987) suggested using a time interval that is small compared 
to the flow integral time scale. The corrected velocity was found 
to be very strongly influenced by the choice of this time interval. 
The CMR2 method eliminates user-selected time intervals and 
does not require the creation of pdf's for r data. Instead, the 
conditional measurement rate is approximated by taking the 
inverse of the ensemble average of the interarrival time data 
for each bin, which is described as: 

r(V)-
1 

M 2 T < 
(5) 

where Mis the population of interarrival times in each discrete 
velocity bin. The weighting function for CMR2, wh is then 
equal to <r( V))/r( V). 

The determination of interarrival time bin intervals, when 
using the CMR1 and CMR3 methods, was automated as fol
lows. Similar to the velocity pdf procedure, the entire range 
of interarrival time values, from r = 0 to T = TMAX» was divided 
into an equal number of intervals (6 were used here). Next the 
pdf's for the conditional interarrival time data of each discrete 
velocity bin were created. It was found in initial runs that TM A X 

sometimes lay far outside the distribution of a majority of the 
points. To rectify this, a + 3<r was imposed as the upper bound
ary of the interarrival time data before the interarrival time 
pdf was created. 

The CMR1 method estimates the probability of r = 0 (i.e., 
P(0\ V)) and thus the conditional measurement rate, r( V), as 
the probability of the first bin in the newly created interarrival 
time pdf. The CMR3 method goes one step further by cal
culating a least squares fit of a Poisson distribution curve to 
the interarrival time pdf and solves explicitly for P(0l V). The 
weighting functions were calculated using the expression shown 
in Table 1. 

The VPS method differs from the other correction schemes 
in that it uses an empirical relation as the weighting function 
and has no fundamental basis. The authors also state that 
uniform seed density is unnecessary when using this correction 
and thus the method, in principle, is applicable in highly tur
bulent regions with poor seeding conditions. The method is 
based on the premise that the velocity pdf's should be Gaussian 
in shape. This premise certainly can not be true in anisotropic 
flows where turbulent triple products (skewness) are nonzero. 
However, the method is very simple to employ since one needs 
only the original 1-D velocity realizations. As was discovered 
here, however, a modification to the VPS method is required 
in order to apply it to LDV data obtained from regions ex
ceeding « 33 percent turbulence intensity. This limitation was 
not mentioned in the original paper but can be demonstrated 
readily by rewriting the weighting function listed in Table 1 
for the maximum and minimum velocity values as: 

MW_m in = (l±3-77)'-5 (6) 

This expression results when one notes that the range of meas
urements, M;,max-min. is bounded by w±3a, and that TI=o/~u. 
Equation (6) now defines the maximum and minimum weight
ing factors for a given turbulence level. It can be seen that 
when TI> 1/3, the weighting factors are complex for some 
values (i.e., the large positive ones if u is positive) of the 
instantaneous axial velocity. 

To avoid eliminating the affected data points (which are the 
ones responsible for velocity bias), two variations were em
ployed in this study. VPSl uses the absolute value of the 
expression in the square brackets before applying the exponent, 
while VPS2 takes the absolute value of the second argument 
in the square brackets (i.e., (w-«,) /«) if the value of that 
argument is less than — 1. Thus, the two variations can be 
described as: 
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Fig. 2 Uncorrected mean axial velocities for single and multiple real
ization data 
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Ej= (u — Uj)/u 

(7) 

(8) 

(9) 

This method uses the ensemble analysis technique and can be 
applied only after u is calculated. 

Elimination of Multiple Realizations 

Multiple realization data (MRD) occurs when more than one 
measurement is taken from the same seed particle before it 
leaves the probe volume. This effect can be nullified with 
proper LDV set-up, but the data presented here were not taken 
using such a set-up since multiple realizations were unavoidable 
for the elevated coincident valid data rates used in this study. 

The most influential factor in the occurrence of multiple 
realizations is the use of frequency shifting, which is precisely 
why Meyers and Clemmons (1979) referred to it as Bragg cell 
bias in their study. Use of frequency shifting allows a fixed 
number of fringes to pass the particle before it moves an 
appreciable distance. Assuming minimal processor dead time, 
the system quickly resets and is ready to accept another meas
urement before the seed particle leaves the probe volume. Ob
taining more measurements from slower than average seed 
particles offsets the effect of velocity bias. It should also be 
noted that the high local turbulence level cases were measured 
at locations in the shear layer where the local mean velocities 
were small, thus increasing the probability of multiple reali
zations. Figure 2 shows the trend of the uncorrected mean axial 
values compared to the data validation rate (DVR) at the 65 
percentage turbulence level for two data sets. One set contains 
multiple realization data (MRD) while the other contains only 
single realization data (SRD). The SRD set was created from 
the MRD set by removing multiple realizations as described 
below. This figure confirms that the multiple realization data 
reduces the effect of velocity bias and that the effect of Bragg 
cell bias increases with increasing DVR. 

Multiple realization were determined by calculating a probe 
volume residence time, t, for each realization by assuming that 
the velocity remains constant as the particle passes through 
the probe volume. Then, using an effective probe volume di
ameter (axial direction only) to account for the Gaussian dis
tribution of the beam, an estimate of the residence time was 
determined. This time was then compared to the interarrival 
time of the following realization and if it was greater than the 
next interarrival time, this next data point was considered a 
multiple realization and discarded. The interarrival time of the 
discarded point was added to the following data point in order 
to preserve the time history of the data set. Figure 3 shows the 
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probability density functions of the single realization data and 
the multiple realization data for a high DVR trial at the 65 
percent turbulence level. The single realization data shows 
obvious biasing towards a higher velocity when compared to 
the multiple realization data. This indicates that a majority of 
the discarded data had velocity values below the mean velocity 
value, proving the existence of Bragg cell bias. 

Since Bragg cell bias is detrimental to evaluating the effects 
of velocity bias correction techniques, all the data except for 
a few trials were modified as described above to remove the 
multiple realizations. The exceptions to this were all the 15 
percent turbulence level trials, due to its minimal effect in this 
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case, and the trials of 100 Hz DVR for all the other turbulence 
levels, due to the poor clock resolution necessary to record the 
longer interarrival times. 

Results and Discussion 
Figures 4 through 7 show the resulting "corrected" mean 

axial flow velocities compared with the unbiased velocities and 
with each other. Values greater than zero on thej-axis represent 
mean measured flow velocities greater than the unbiased ve
locity. Lines connecting the data are included on these figures 
to show trends only and should not be interpreted otherwise. 
It should also be noted that the uncorrected velocity (standard 
ensemble average) is not always the largest one in every case, 
which indicates that some correction schemes actually increase 
the velocity bias error. 

At the 15 percent Tl location, the uncorrected result was 
within 4 percent of the unbiased result for all DVRs. The LDV 
research community is in reasonable agreement that low tur
bulence intensity data need not be corrected for velocity bias 
because the error is typically small, as shown here. This study 
indicates that the MT2-D and VPS methods work well at low 
turbulence levels. 

• The results for the 35 percent Tl location showed an increase 
in the magnitude of the velocity bias error as expected (Fig. 
5). The biased velocities were approximately 10 percent higher 
than the unbiased ones at all the DVRs. However, a warning 
is in order for all high DVR cases. When using a constant 
sample population, as is usually done, increasing the DVR 
decreases the sample duration time and may result in an un
desirable and possibly misleading condition where less infor
mation about low frequency turbulence phenomena is collected. 

Figure 6 shows that the uncorrected bias errors vary over 
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the range of DVRs. A maximum bias error of 33 percent occurs 
at 100 Hz DVR while a minimum bias error occurs when 
DVR = 5 kHz. A decreasing trend is still present in these un
corrected velocities even though multiple realizations have been 
removed. It is not clear at this time whether multiple realization 
data still exists in the remaining sample or another unknown 
effect is taken place to offset velocity bias. The uncorrected 
values for the highest turbulence location (Fig. 7), show a 
different trend in comparison to the 65 percent turbulence level 
and velocity bias errors between 30 to 50 percent result for 
this case. The 100Hz DVR value has the lowest error while the 
10kHz DVR value has the highest error. 

At the 35 percent TI location, the MT2-D correction showed 
good agreement with the unbiased values over the range of 
DVRs, with the largest overcorrection at 5kHz DVR. At higher 
turbulence levels, the MT2-D resulted in overcorrections at all 
DVRs by 10 to 30 percent. Interestingly, the MT2-D method 
resulted in a nearly constant correction factor which produced 
a trend similar to the uncorrected values over the range of 
DVRs. 

The time between data (TBD) method provided marginal 
improvement over the standard ensemble average method at 
low DVRs as shown in Figs. 4 through 7. However, at higher 
DVRs, the TBD results lie approximately half-way between 
the uncorrected and the MT2-D values. Interestingly, when 
the TBD correction was applied to the multiple realization 
data, its performance was marginal when compared to the 
uncorrected data. Its increased effectiveness in the high DVR 
trials is thus linked to the elimination of multiple realizations 
and, in fact, the process used to discard the unwanted multiple 
realizations accomplishes a similar task as the TBD correction 
attempts to. Thus, the results presented here indicate that the 
TBD method is a viable correction when multiple realizations 
are non-existent. 

The conditional measurement rate (CMR) methods, as men
tioned previously, were the most difficult to implement. Ad
ditionally, they also showed the most widely varying results. 
These methods were also the only ones tested here that actually 
showed an increase in velocity bias errors in many of the trials. 
It should be pointed out that some of the points for the CMR1 
and CMR3 methods at the two highest DVRs are not plotted 
since they far exceeded the other values. The three methods 
gave corrected results which differed greatly between each other 
at the high DVRs for all turbulence levels, while giving similar 
results for the lower DVRs. It is believed that the longer in-
terarrival time bin widths associated with the lower DVRs 
produce a more stable situation. The CMR methods increased 
mean velocity bias errors over the uncorrected value by as 
much as 70 percent, and were also found to be sporadic and 
generally unpredictable throughout the trials and thus cannot 
be recommended without further examination. 

The two empirical shape corrections (VPS) closely followed 
the trend of the uncorrected results and, in fact, tracked the 
MT2-D correction to a very high degree. This correction does 
not require 2-D data or interarrival time information, and thus 
is much simpler to implement than the other methods. Since 
the argument in the weighting function does not become neg
ative at the two lower turbulence levels, there was no difference 
in the results between the two variations of this method in 
these regions. The differences between these corrected veloc
ities and the uncorrected values were fairly constant for all 
DVRs, but varied depending on turbulence levels. The shape 
correction method proved to be a reliable one at the two low 
turbulence levels as shown in Figs. 4 and 5. At the 65 percent 
TI level, VPS1 showed a trend towards overcorrection and 
produced the most overcorrected results of all the correction 
methods tested here. This was also true for the 100 percent TI 
level, where the error averaged 50 percent. As expected, VPS1 
results remained close to the MT2-D corrected results as was 
demonstrated in the original study of Nakao et al. (1987), where 

the MT2-D corrected velocity was assumed to be the unbiased 
velocity. 

The second variation (VPS2), introduced here to eliminate 
negative arguments in the weighting factor, proved to be much 
more effective. At the 65 percent TI level, the corrected results 
were better than those produced by the MT2-D correction, but 
were still overcorrected by up to 12 percent. The results actually 
improved at the highest turbulence level (TI=100 percent) 
where the variation in the weighting function would have its 
greatest effect. VPS2 gave corrected values that agreed to within 
20 percent of the unbiased values at this highest turbulence 
level. Overall, this correction method gave the best perform
ance by agreeing to within 15 percent, or better, of the unbiased 
values for most DVRs and turbulence levels. 

Summary and Conclusions 
Several velocity bias correction methods were applied to the 

same two-component LDV data sets. The complexity of im
plementing these methods varied widely. The least effective 
were the conditional measurement rate schemes. Not only did 
they often increase the mean velocity bias error when compared 
with the uncorrected value (not to mention the unbiased value), 
but they also displayed the most erratic behavior between data 
rate extremes. This fact and the added complexity of their 
implementation appear to make them undesirable for elimi
nating velocity bias. Further research is needed to discover the 
source of their erratic behavior. The TBD method was found 
to give minimal correction at low DVRs, while giving better 
agreement with the unbiased values at higher DVRs. However, 
these results occurred only after eliminating multiple realiza
tion data. The issue of multiple realizations per seed particle 
should always be addressed prior to applying any correction 
since correcting "unbiased" data can lead to substantial error. 
The MT2-D correction appears to work well at low turbulence 
levels, and also shows promise at higher turbulence levels when 
the data rate is high. 

The most surprising results came from the pdf shape cor
rection schemes. This correction method not only proved to 
be better in most trials than any of the others, but consistently 
gave improved values over the uncorrected data. However, the 
problem with complex weighting factors at high turbulence 
levels (>33 percent TI) must be addressed. 

The results indicate that the second pdf shape correction 
method (VPS2), first introduced here, gives the best bias cor
rection for the wide range of turbulence levels and data rates 
used in this study. 
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Holographic Visualization of 
Convectiwe Flow Around a Heated 
Rotating Cone of Finite Length 
The convective flow around a heated rotating cone of finite length is investigated 
experimentally by means of 3-D and real-time holographic interferometry at rota
tional speeds of up to 4600 rpm and rotational angles from 0 to 90 deg. This advanced 
optical technique allows visualization of the thermal boundary layer, it's unstable 
transition region and the turbulent zones, as well as providing a detailed visual 
analysis of the holographic fringe patterns, information about the thickness of the 
thermal boundary layer, and a new method for detecting and determining the critical 
points and critical Reynolds numbers of the transition region. The results are com
pared with previously obtained experimental data. 

1 Introduction 
The problems associated with flow phenomena and con

vective heat transfer that arise from the rotation of a heated 
cone of finite length are not only of considerable fundamental 
research interest but also of great practical importance in the 
field of engineering. Wu (1959), was the first to analytically 
study flow phenomena in the laminar, incompressible flow 
regime while Tien (1960), was the first to investigate the char
acteristics of convective heat transfer under boundary layer 
approximations. Since then, many authors (Hartnett and De-
land, 1961; Kreith et al., 1962; Tien and Campbell, 1963; 
Hering and Grosh, 1963; Kappesser et al., 1973; Kobayashi 
and Izumi, 1983; and Wang and Kleinstrener, 1990) have con
centrated both theoretically and experimentally on these sub
jects. 

In general, agreement between experimental and theoretical 
results under laminar boundary layer conditions are satisfac
tory; however, rotating systems involve not only laminar but 
also transitional and turbulent boundary layer which develop 
as the rotational speed is increased. Since it is impossible to 
analyze these transitional and turbulent regimes by exact so
lutions on the motion and energy equations, semi-empirical 
methods are usually used. 

Many experimental investigations were employed in an at
tempt to acquire detailed and accurate empirical information 
about the flow structure and heat transfer rate, as they play 
important roles in the analysis of these turbulent systems. For 
example, the smoke visualization method was used to observe 
complex flow structure (Kegelman et al., 1983; Kobayashi and 
Izumi, 1983; Kobayashi et al., 1987), while hot-wire, stetho
scope and mass transfer techniques were employed to detect 
and measure transition behavior and turbulent convective 
transfer rates (Tien and Campbell, 1963; Kreith et al., 1962, 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
March 25, 1992; revised manuscript received January 7, 1993; Associate Tech
nical Editor: Ho, Chih-Ming. 

Kappesser et al., 1973; Kobayashi and Izumi, 1983; Kohama 
and Kobayashi, 1983; and Kobayashi et al., 1987). Unfortu
nately, however, the agreement between experimental and the
oretical results for both partially turbulent and turbulent flow 
over rotating cones is not very satisfactory (Kreith, 1968) due 
in part to experimental limitations and also to the simplifying 
assumptions employed in the theoretical analysis. Thus, new 
and advanced techniques are continuously needed to explore 
new or unexpected physical phenomena which could consid
erably affect the heat transfer during convective flow. 

Holographic interferometry, an advanced optical technique, 
has a number of advantages over previously reported tech
niques for thermal flow field diagnostics, not the least of which 
includes simultaneous nonintrusive measurements of 2 or 3-D 
temperature distribution and real time 3-D holographic ob
servation of the flow. In addition, it has a higher sensitivity 
to slight changes in fluid density than either smoke or schlieren, 
shadowgraph visualization and possesses such a high degree 
of spatial resolution as to allow visualization of very small test 
flow fields (Tieng and Chen, 1990; Tieng and Lai, 1990; Tieng 
and Yan, 1992; Tieng and Lai, 1992; Tieng et al., 1992; and 
Chang et al., 1992). 

In this paper, laser holographic interferometry is employed 
in order to visualize the thermal flowfield generated by a heated 
cone of finite length rotating in still air. Subsequent analysis 
of the holograms provided quantitative measurements of the 
asymmetric 3-D thermal boundary layer thickness at different 
angles of rotation (with respect to the vertical axis), as well as 
information concerning transition behavior, including the lo
cation of critical points and Reynolds number values and their 
quantitative interrelationship. Analysis of novel turbulent phe
nomena that occurred over the cone is also included. 

2 Test Apparatus 
The experiment employed three test cones having base di

ameters of 40, 64, and 110 mm and vertex angles </> = 30, 45, 
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Fig. 1 Schematic diagram of the test apparatus 

and 90 deg, respectively. As shown in a schematic diagram of 
the test apparatus (Fig. 1), the aluminum cones were attached 
to a rotating shaft driven by a variable speed DC motor capable 
of maintaining rotational rates of up to 4600 rpm. The shaft 
was designed to be as small as possible in order to minimize 
heat conduction along it. The surface temperature of the cone 
was measured by a micro-thermocouple probe inserted into a 
hole (dia of 1 mm) in the cone base which was drilled at an 
inclined angle to the cone axis. A slipring-brush arrangement 
allowed the thermocouple to be directly attached to the meas
uring device. Care was taken to minimize the frictional effect 
within each slipring and brush unit as well as the eccentricity, 
even though preliminary experimentation showed that an in
crease in the eccentricity from 0.05 to 0.2 mm had no detectable 
influence on the flow pattern. 

The Biot numbers of each cone can be calculated in the 
following manner: 

Bi=(Ls/Ks)/l/h=(hLs)/Ks 

where, Ls = volume/surface area 
/! = 25W/(m2.°C) (at 7>=143°C) (Tien, 1960) 

JR; = 221W/(m.0C) (aluminum, at Ts 

= 260°C) (Bayazitoglu and Otisik, 1988) 
Thus, 

5.9 xlO"4 (0 = 30 deg) 
Bi= 8.6 xlO"4 (0 = 45 deg) 

10.4 Xl0~4 (0 = 90 deg) 

These results indicate that the test cones can be taken as an 
isothermal or lumped system at any given instant (Incropera 
and Dewitt, 1990). 

Fig. 2 Schematic diagram of the optical system: laser diffuse-illumi
nation holographic interferometry 

3 Optical System 
A schematic diagram of the diffuse-illumination holographic 

interferometry testing system is shown in Fig. 2. The intro
duction of a diffuser (ground glass plate) in the optical path 
of the object beam makes it possible to record the optical 
pathlengths of light rays that pass through the flow field in 
many different directions. A single frequency Ar+ laser, having 
a wavelength of 5145 A and an output of 1.2 W (Innovar 306, 
Coherent Inc. with etalon), was used as the light source. The 
laser beam was split into three object and three reference beams 
by five circular variable beam splitters. Three conventional 
hologram plates (Agfa 10E56 4 in. x 5 in.) each providing a 
viewing range of about 20 deg, were arranged with a mutual 
intersection angle of 60 deg for simultaneous holographic re
cording. Holograms were formed by making two exposures; 
one of the stationary and the other of the rotating cone. The 
developed hologram was illuminated with the original reference 
beam in order to reconstruct the fringe pattern of the flow 
field which was then photographed. 

Real-time holographic interferometry was employed in order 
to visually analyze flow evolution as the rotating speed of the 
cone was increased. The advantage of this technique lies in its 
in situ capability of continuously monitoring the evolution 
process, whereas the double exposure technique is only able 
to capture transient phenomena. Except for replacing the con
ventional holographic plate with a HC-300 controlled ther-

Bi 
h 

Ks 
L 

Ls 

Re 

= Biot number 
= heat transfer coefficient 
= thermal conductivity 
= cone slant height 
= characteristic length of the 

cone. Ls = volume/surface 
area 

= overall rotational Reynolds 
number. Re = (wL1 sin <j>/2)/v 

Rec = 

Tf = 

Ts = 
Too = 

X = 

critical Reynolds number. Rec 

= (oiX2
c sin 4>/2)/v 

film temperature. 7} = (Ts + 
r00)/2 
cone surface temperature 
ambient temperature 
coordinate direction along the 
lateral surface of the cone 

Xr 

a 
/* 
V 

P 
03 

<t> 

= critical point coordinate 
= rotational angle 
= fluid viscosity 
= fluid kinematic viscosity (v = 

ix/p) 
= density of air 
= cone angular velocity 
= cone vertex angle 
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•
(a) 7lc = 0 (d) Re = 11430 (el) Re = 11430

(0) Re = 2550 (e) Re = 15620 (b) Ire = 2550 (e) fu = 15620

. - ----

"(e) F = 7370 (r) lle = 26070 (e) ire = 7370 (r) R-e = ~6070

Fig. 3 Fig. 4

Fig. 5
Figs. 3-5 Holographic visualization pictures of the convective flow
around a heated rotating cone (9 = 30 deg) at different values of 'IfEl and
a: (3(8-1) for a = 0 deg; 4(8-1) for a = 45 deg; 5(8-1) for a = 90 deg

(0) no'" lJ430

(r) Rc 211070

(e) t'fC = 15620

•

(a) Re==O

(e) Re 7370

(b) flo == 2550

moplastic plate, the system was set up in the same manner for
diffuse-illumination holographic interferometry as described
above (see Fig. 2).

4 Experiment
The experiment was carried out using heated cones with the

rotational speeds ranging from zero to 4600 rpm. The rota
tional axis of the heated cone with respect to the direction of
gravitational force, was sequentially inclined at each of the
following angles: 0, 45, and 90 deg for all test cases.

The holographic experiments consisted of two parts. One
was double exposure diffuse-illumination holographic inter
ferometry, while another the real time holographic interfer
ometry.

For detailed analysis of the convective flow around the cone,
double exposure holographic interferograms were taken at a
series of discrete rotational Reynolds numbers of Re = 0,
2550, 7370, 11430, 15620, and 26070.

The cone was first heated by a Bunsen burner to a temper
ature 30° C higher than that desired, the flame taken away,
and the cone then rotated at the required speed. Approximately
one to two minutes later, when the desired temperature was
reached (260° C) and a steady convection established, the hol
ograms were photographed. Holograms were formed by mak
ing two exposures (11500 s); one of the stationary cones at
ambient temperature (25° C), and the other at the desired
temperature and rotational rate.

Once the exposed holograms are developed and recon
structed by the reference beam, the fringe patterns can be
observed with the naked eye or photographed with a camera.
Note that the viewing angle is dependent on the aperture size
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and the diffuser. As the viewing angle is shifted, the fringe 
pattern (as seen through the hologram) changes, providing the 
3-D flow information. 

For real-time holographic interferometry, the thermoplastic 
hologram was exposed only once while the stationary cone was 
at ambient temperature and subsequently developed in situ. 
The plate was then illuminated by the original reference beam, 
while the object beam illuminated the rotating cone. The 
changing fringe pattern corresponding to the evolution of the 
flow, can be observed through the plate with the naked eye or 
recorded on a video camera. The flow evolution was visualized 
over the range 0 < Re < 27000. It should be pointed out that 
in order to minimize the temperature decrease during the real 
time observation process, the total evolutionary process (in 
our case, Re from 0 to 27000) was divided into three obser
vation steps (i.e., Re = 0-9000,9000-18000, and 18000-27000). 
For each step, the observation period was only about 1.5 min
ute. As the duration of observation was so short, the temper
ature of the spinning cone decayed only 20-30° C, and thus 
the Grashof number could not have altered sufficiently to 
affect the qualitative analyses of the flow visualization. 

5 Results and Discussion 
The holographic interferograms photographed under dif

ferent test conditions provided fringe patterns that gave not 
only reliable qualitative indications of the detailed flow struc
tures, but also quantitative data about the temperature dis
tribution around the rotating cone. 

Three sets of interferograms for the respective rotational 
angles of 0,45, and 90 deg were taken by using double exposure 
holographic interferometry and shown in Figs. 3-5. They clearly 
illustrate the convective flow visualization, as well as its ev
olution as rotational speed is increased. 

(a) Thermal Boundary Layer. Fringe patterns extend only 
over a narrow zone in the immediate vicinity of the entire cone 
surface forming a thermal boundary layer and directly indicates 
the temperature distribution in this region. Even at high ro
tational rates when unsteady turbulent flow appears (i.e., above 
the surface of the cone base), a thin thermal boundary layer 
is still clearly visible below it (see Figs. 3-5 (e-/)). 

For the case in which the angle of rotation, a, was 0 deg, 
the thermal boundary layer exhibited axisymmetric distribution 
about the rotational axis, gradually thickening downstream 
away from the vertex (at x = 0), but becoming thinner at low 
rotational rates as it approaches the trailing edge of the cone 
near x - L (see Figs. 3(a) and 6(a)). A higher transfer rate 
is expected at the cone vertex as usual, and at the trailing edge 
of the cone where the thermal boundary is suppressed. This 
behavior is consistent with the Kuiken's perturbation solution 
(Kuiken, 1968) and Koyama's fully elliptic solution (Koyama, 
et al., 1985). Both the Kuiken's solution near the vertex at x 
- 0 and the Koyama's towards the trailing edge at x = L gave 
a steep heat transfer increase. This was due to the decrease in 
the thermal boundary layer thickness. The suppression of the 
thermal boundary layer towards the trailing edge can be ex
plained by the existence of the recirculation zone over the cone 
base surface, which will be discussed later in 5-C in futher 
detail. Due to the recirculation, the fluids passing over the 
trailing edge are continuously attracted towards the center 
region of the cone case. As a result, the diffusion of the bound
ary layer is suppressed towards the trailing edge at low rota
tional rates. 

Three-dimensional holographic observations indicated that 
for a ^ 0 deg, the thermal boundary layer is asymmetrically 
distributed about the cone's rotational axis (see Figs. 4, 5, (a, 
b)). Note, however, that this asymmetry disappears at high 
rotational rates (Re > 10,000) (see Figs. 4, 5 </-/)). For the 
case of a = 45 deg, the quantitative relationship between 17 

Re (at x = 37.7mm) 

Fig. 6 Thickness of thermal boundary layer versus: (a) ij = X/L at a = 
0 degjo for R"I = 0 j _ A for Re = 7370); (b) r, = X/L at. a = 45 deg 
(9 Re = 0, A for Re = 11430); and (c) Re at x = 37.7 mm ( + for <j> 
= 90 deg, s for 4 = 30 deg) 

= (X/L) and thickness is shown in Fig. 6(b), where - 1 < 
ij < 0 stands for the left and 0 < 17 < 1 for the right lateral 
surface on the hologram picture. 

The flow current in the boundary layer is driven by rotation 
to approach the surface of the cone, resulting in a general 
decrease of the thermal boundary layer thickness as rotational 
speed increases. Figure 6(c) plots variance in thermal bound
ary layer thickness versus rotational Reynolds number at x = 
37.7 mm. Note that the thickness decreases as the cone vertex 
angle increases which suggests that the average convective con
ductance increases with both increasing rotational speed and 
the cone vertex angle. 

The thickness of the thermal boundary layer was determined 
from the hologram by measuring the distance from the cone 
surface to the outermost detectable fringe rather than by com
plicated holographic tomography (Tieng and Chen, 1990). The 
results from this simple method were found to be consistent 
with those values calculated from the formal definition of the 
thermal boundary layer thickness for which the ratio was 
[(TS-T)/(TS-T„) = 0.99. Here, Tis the temperature at the 
leading edge of the boundary layer, Ts the temperature at the 
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Fig. 7(a) Holographic visualization picture of thermal boundary layer
transition and the spiral vortices of a heated rotating cone. C denotes
the onset of the transition region

"""

Flg.7(b) Smoke visualization picture of an unheated rotating cone (after
Kobayashi and Izumi, 1983)

cone surface, and Too the ambient temperature. The error in
troduced by this simple measuring method was evaluated to
be in the range of 4 percent. For example, given conditions ¢
= 30 deg, ex = 0 deg, Ts = 260° C, and a measured boundary
thickness value of 6.3 mm (x = 37.7 mm), then according to
the definition of the thermal boundary layer thickness
( ( Ts- T) I ( Ts- Too) = 0.99], the temperature T at the leading
edge of the boundary layer should be 27.3° C. If, however,
the temperature at the outermost fringe is reconstructed by
Abel inversion (Tieng et al., 1992), a T' value of 40° C is
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Fig. 8 Location of critical point versus rotational speed (... for 4> =
30 deg, • for t/> = 45 deg)

obtained. The deviation between T and T' is 12.r C and
corresponds to a relative error of approximately 4 percent.

The beam bending effect is a major source of uncertainty
in this method, affecting the accurate determination of both
boundary layer thickness, and temperature, T. The effect of
beam bending on the measuring accuracy depends on the tem
perature gradient as well as the length of the beam path trav
ersing the flow. In our case, however, the temperature was
moderate (260° C), the traversing path very short (only 20 cm),
so the deflection of the beam was very small. An evaluation
of the extent of light bending by the lens imaging method
(Hauf and Grigull, 1970), demonstrated that there was no
visible deflection to a measuring accuracy of 0.1 mm. There
fore, the errors in determining the location of the outermost
fringe edge (resulting from beam bending) can be expected to
be less than 2 percent (assuming a thickness of 5 mm). Errors
of this magnitude for temperature (6-8 percent), and thermal
boundary layer thickness (2.5 percent) introduced by the beam
bending effect were also reported for a rotating cylinder (dia.
60 mm, length 0.45 m) (Hauf and Grigull, 1970) and a sphere
(dia. 35 mm) (Tieng and Yan, 1992).

In order to acquire more detailed and accurate information
concernipg the 3-D thermal boundary layer, it is necessary to
reconstruct the 3-D temperature distribution. Since a portion
of the overall fringe structure is missing due to blockage by
the opaque cone, data reconstruction may prove difficult and
will be conducted in the near future. To overcome these dif
ficulties, a fictitious fringe number function will be chosen to
represent the missing fringes according to an invariance of the
area under the fringe number curve (Zien et al., 1975).

(b) Boundary Layer Transition. It can be observed from
the real time holographic interferometry that as rotational
speed increases, the thickness of the thermal boundary layer
steadily decreases. At high enough rotational rates, the thermal
boundary deviates from normal developing behavior and de
taches from points near the lateral surface of the cone (see
Fig. 7(a) point C). This behavior is similar to the phenomena
reported for the cases of a heated rotating horizontal cylinder
(Hauf and Grigull, 1970) and sphere (Tieng and Yan, 1992).
Note the wavy unstable vortices which occur after the sepa
ration (C) point (enlarged portion of Fig. 7 (a)).

This phenomenon can be reasonably related to the existence
oJ laminar-turbulent transitions in the lateral surface boundary
layer of an unheated cone rotating in still fluid (Tien and
Campbell, 1963; Kappesser et al., 1973; Kreith et al., 1962;
Kobayashi et al. 1987; and Kobayashi and Izumi, 1983). Ac
cording to these studies, the actual flow field around a rotating
cone generally involves not only a laminar boundary layer but
also a transition region in which the boundary layer changes
from laminar to fully turbulent. The transition region begins
at a critical point, Xc. where the flow first becomes unstable
and progresses through an area of regular spiral vortices, until
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Table 1 Critical Reynolds number values for a heated cone rotating in still air by using holographic 
visualization 

Cone 
Vertex 
angle 8 

30° 

45° 

Rotational 
angle <j> 

0° 
45° 
90° 

0° 
.45° 
90° 

Present measured 

N, = 2,000 
rpm 

' 10255 
10098 
9937 

29000 
28980 
30027 

N2 = 4,600 
rpm 

10952 
11137 
10784 

29800 
30010 
30237 

Previous measured Rec 
(after Kreith et al., 1962) 

By Smoke 
visualization 

1.2X104 

. 3.2x10" 

By stethoscope 

(1 .5~2.0)xl0 4 

(3 .5~4.2)xl0 4 

regions of irregular, random turbulence are reached. This tran
sition region is clearly illustrated by Fig 1(b), in which an 
unheated cone rotating in air is visualized by the smoke vis
ualization method (Kobayashi and Izumi, 1983). Even though 
at a first approximation it would seem that the flow structure 
around a rotating heated cone (Fig. 1(a)) should be much 
more complicated than that of an unheated rotating one (Fig. 
1(b)), there are remarkable similarities between the two sys
tems. Most notable are the existence of critical points and the 
presence of regular spiral vortices downstream from them. The 
beginning point on the transition region for the unheated ro
tating cone, reasonably corresponds to the separation point of 
the isothermal fringes for the heated rotating cone. Further
more, the regular spiral vortices existing downstream of the 
critical points in Fig. 1(b) generally approximate the isother
mal fringe spiral curls in Fig. 7(a). These similarities provide 
the basis for a new experimental method which can readily 
measure critical points, critical Reynolds numbers of the tran
sitional boundary layer, and the direction of regular spiral 
vortices. 

Using holographic interferometry, the shift in the critical 
position along the lateral surface (x direction) was determined 
directly by measuring the separation position of the isothermal 
fringes, and subsequently plotted in Fig. 8 for cone vertex 
angles of 30 and 45 deg as rotational rate increases. From real 
time holographic observation, it is clear that Xc shifts toward 
the cone vertex with increasing rotational speed due to the 
increase in centrifugal force resulting in an increase in insta
bility. Also note from Fig. 8, that for cones having smaller 
vertex angles, the critical points shift much closer to the cone 
vertex as rotational speed is increased. This fact is attributable 
to a larger centrifugal component acting normal to the lateral 
surface of the cone. For the case of laminar boundary layer, 
this shift behavior indicates that even though the average heat 
transfer rate decreases with decreasing cone vertex angle due 
to a thickening of the thermal boundary layer (see Fig. 6(c)), 
the average conductance can be expected to increase when Re 
> Rec. This is due in part to the movement of the critical point 
closer to the vertex of the cone, as well as to the larger con-
vective conductance in the turbulent flow. 

It was also observed from the holograms that the rotational 
angle did not appreciably affect the general shape of the flow 
patterns, (see Fig. 3(f) for a = 0 deg and Fig. 4(f) for a = 
45 deg) the critical position and the critical Reynolds number 
under conditions where the overall rotational Reynolds num
bers, Re, were greater than 15,000. In these cases, it appears 
that the effect of the gravitational field, if it exists at all, is 
negligible. 

The critical Reynolds number [Rec = (ux2
c sin (j>/2)/v\ can 

be directly determined from measured data of the location of 
critical points in the holograms. The critical Reynolds number 
values for cones having vertex angles of 30 and 45 deg, at 
different rotational angles of 0, 45 and 90 deg, are presented 
in Table 1 and compared with previously measured data. 

At a rotational speed of 4600 rpm, the measured Rec values 
for cones with vertex angles of 30 and 45 deg were 10,952 and 
29,800, respectively. Obviously, then, Rec increases with in-

AA A A A A A 

- h. tj> = 30° 

. » (j, = 45° 
0 <ji = 63.5°, Kreith et al. 

1 1 

(1962) 
I 

8 

N (rotational speed) X10 'rpm 

Fig. 9 Critical Reynolds number versus rotational speed ( A tor ,j> = 
30 deg, e for <j> = 45 deg), o for $ = 53.5 deg (after Kreith et al., 1962) 

creasing cone vertex angle due to a lessening of the centrifugal 
effect of the force balance in the boundary layer. These results 
are consistent with previous research (Kreith et al., 1962) and 
Kobayashi and Izumi, 1983). As before, the critical Reynolds 
number remains relatively unchanged over different rotational 
angles suggesting that the gravitational field also does not 
severely affect transition behavior. Note that Rec remains nearly 
constant as rotational speed changes (see Fig. 9); a fact that 
was reported previously by Kreith et al., (1962) for an <f> of 
53.5 deg. 

The results of the present experiment (where 4> = 30 and 45 
deg) are compared in Fig. 10 with previously measured data 
(Kreith et al., 1962) obtained by smoke visualization and 
stethoscopic techniques. In general, agreement between meth
ods is satisfactory, although deviations do exist. Large devia
tions between holographically and stethoscopically measured 
data are attributable to the poor sensitivity and spatial reso
lution of the latter method. 

The spatial distribution of the separation points (critical 
points) around the cone was examined from different viewing 
angles by 3-D holographic observation. The critical points were 
found to be distributed around the cone so as to form an 
inclined ring (at a ^ 0 deg), whose angle of inclination in
creased with increasing a. The ring-like distribution is very 
similar to the spiral vortex ring observed by smoke visualiz
ation; moving with the rotating cone through the boundary 
layer transition region (see Fig. 1(b)). Note that the inclined 
angle of the spiral vortex ring has been used to determine the 
direction of the spiral vortex angle (Kobayashi and Izumi, 1983 
and Kobayashi et al. 1987); however, whether or not the present 
observed separation ring can be used to duplicate this function 
has not yet been verified. 

(c) Turbulent Zone. An examination of Figs. 3-5 reveals 
that the isothermal fringes over the base of a heated cone of 
finite length undergo very complicated changes at rotational 
speeds from 1300 to 4600 rpm and illustrate the presence of 
irregular and unsteady turbulent flow, even though neither the 
turbulent boundary layer nor boundary layer transition have 
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¢ (cone vertex angle, degree)

Fig.10 Critical Reynolds number versus cone vertex angle. : measured
by smoke visualization (Kreith et al., 1962); .: measured by stetho·
scope'[Idenotes mean deviation for measurement (Kreith et al., 1962);
.. : measured by present holographic technique
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Fig. 11(a) Velocity field (left) and powder flow visualization (right) around
a stationary unheated frustum (after Koyama et aI., 1985)
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Fig. 11(b) Schematic diagram of the interaction between recirculation
and centrifugal currents above the upper end surface. Solid line: recir·
culation current; dolled: centrifugal current

Conclusions
Three-dimensional diffuse-illumination and real-time hol

ographic interferometry were successfully applied in order to
visualize and analyze the 3-D convective flow around a heated
rotating cone of finite length.

yet occurred on the cone lateral surfaces, as shown in Figs.
3(c), 3(d), 4(c), and 4(d) at Re = 7370, 11,430. To our
knowledge, this interesting phenomenon has never been re
ported, either in theory or in experimentation but it can be
explained in terms of interactions between buoyancy and cen
trifugal effects. For instance, consider the case at O! = O. For
a stationary heated cone of finite length, both the theoretical
and experimental velocity vector distributions, and flow vis
ualization diagrams (obtained from the particle tracking
method) (Koyama et aI., 1985) clearly show that fluid passing
over the trailing edge of the cone is continuously drawn into
the center region of the base, while in the vicinity of the cone
base surface, fluid flows outward from the center forming a
region of recirculation represented by the solid lines in Fig.
11 (b). This effect is illustrated in Fig. 3(a) where the iso
thermal contours curve down over the trailing edge toward the
center region of the cone base. When this cone is rotated,
another current as dotted lines in Fig. 11 (b) arises from the
centrifugal effect. The rotational motion of the cone induces
a circumferential velocity in the fluid through the action of
viscosity. Due to the action of the centrifugal force, the fluid
is impelled along the cone surface. To satisfy mass conser
vation, fluid far from the cone moves towards the cone, re
placing the fluid which has been thrown away along the cone
surface. Therefore, over the cone base surface, the centrifugal
current is moving in the same direction as the recirculation
current near the cone base surface, but in an opposite direction
further far from the base. Therefore, a thin thermal boundary
layer can be found in the vicinity of the base surface, while
complicated fringe patterns exist in the region out from the
base surface. At low rotational rates, an upward plume with
deformed (curved) isothermal contours is formed (see Fig.
3 (b» due to an outward flowing current (centrifugal current)
that is weaker than the inward flowing one (buoyancy current).
As the rotational speed is increased, the outward flowing cur
ring becomes stronger, gradually opposing the buoyancy cur
rent force and generating turbulent flow in the process (see
Fig. 3 (e, f). Since irregular eddying or crosswise mixing in
the turbulent zone improves heat dissipation between the fluid
and the cone surface, a steep increase in the rate of both average
and local heat transfer at the cone base surface can be expected.

I
I
I

I
I

,
\
\
\,

\
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The three-dimensional distribution of the thermal boundary 
and its development along the cone lateral surface were clearly 
visualized. Qualitative and quantitative analyses provided the 
following conclusions about the thermal boundary layer: 

1. The thermal boundary layer is distributed axisymmetri-
cally about the rotational axis for a = 0 and asymmetrically 
for a •£ 0. In general, however, the asymmetry in the latter 
cases disappears for Re > 10,000. 

2. In general, the thickness of the boundary layer decreases 
as the rotational speed or cone vertex angle increases. 

3. The thermal boundary layer initially thickens down
stream away from the vertex. At low rotational rates (Re < 
5000) however, it becomes thinner in a contrary manner near 
the trailing edge of the cone since the diffusion rate of the 
thermal boundary layer is suppressed. 

For rotational rates from 1300 up to 4600 rpm, a turbulent 
zone above the surface of the cone base, which to our knowl
edge has not been reported before, was explained in terms of 
interaction between buoyancy and centrifugal currents. 

As the rotational rate increases, an unstable laminar to tur
bulent region (involving spiral vortices), becomes clearly visible 
on the cone's lateral surface. 

In the transitional regions, the following conclusions hold: 

1. The critical point shifts toward the cone vertex, as the 
rotational speed is increased. For those cones with small vertex 
angles, this shift is more pronounced. 

2. The effect of gravity on critical point location and Reyn
olds number is not appreciable and can thus be neglected for 
high rotational speed. 

3. Rec remains unchanged over different rotational angles 
and speeds, but increases with increasing cone vertex angle. 

4. For those cones where a T± 0, critical points are distrib
uted around the lateral surface on the cone forming an inclined 
ring, whose angle of inclination increases with increasing ro
tational angle. 

5. Rec results, measured by holographic interferometry, 
generally agree with those obtained from other techniques, 
although some deviations do exist. 

In previous research, the problems of boundary layer tran
sition were mainly studied experimentally using stethoscope or 
hot wire techniques to detect the frequency spectra or velocity 
fluctuations but at the price of the flowfield intrusion, rela
tively large probes and low resolution and sensitivity. On the 
other hand, holographic interferometry, with its high sensi
tivity, spatial resolution and nonintrusive flowfield, is an im
pressive diagnostic tool for measuring the thickness of the 
thermal boundary layer, the location of critical points and the 
Reynolds numbers of boundary layer transitions. 
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A method is presented to estimate the effects of a polydisperse 
particle size distribution on the measured turbulent dispersion 
of particles. In addition, the analysis provides a means to 
estimate the standard deviation of the size distribution for 
which a class of particles may be considered monodisperse. If 
monodisperse particles are unavailable because of practical 
considerations (e.g., the required standard deviation of par
ticle size is too small to obtain a sufficient quantity) then the 
method provides a means to correct the data of near mon
odisperse size distributions to reflect the dispersion of mon
odisperse particles. 

Nomenclature 
a = particle diameter 

CD = drag coefficient 
g = gravitational acceleration 
K = coefficient of dispersion 
P = probability density function 
R = Reynolds number 
t = time 

U = mean gas velocity 
Up = particle velocity 
vd = particle drift velocity 
v0 = seeding velocity 

x, y, z = coordinate direction 

Greek 
p. = gas viscosity 

jxa — mean particle radius 
fiz = center of particle plume 
p = particle density 
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Pf = fluid density 
aa = standard deviation of particle diameter 
op = standard deviation of polydisperse particle plume 

in direction of drift 
az = standard deviation of monodisperse particle 

plume in direction of drift 
T = particle relaxation time 

Introduction 
The turbulent dispersion of heavy particles is known to be 

influenced by particle inertia, the "crossing trajectories" ef
fect, and the continuity effect. An additional effect which can 
be significant, particularly when analyzing experimental par
ticle dispersion data, is that of a polydisperse size distribution. 
Many theoretical treatments of particle dispersion and analysis 
of experimental data assume the use of a monodisperse size 
distribution. In reality, truly monodisperse distributions are 
seldom obtained. As a consequence, discrepancies may arise 
between experimental findings and dispersion models which 
may be resolved by accounting for the effects of polydisperse 
size distributions. 

Inertia effects describe the particle's response to drag forces 
created by the turbulent velocity fluctuations of the surround
ing fluid. Particles with large mass react sluggishly to fluid 
velocity variations but once put in motion they retain their 
velocity for a longer time. Since dispersion is a function of the 
product of these two attributes, it is not clear if particle inertia 
increases or decreases dispersion. Detailed analysis and ex
periment have indicated that inertia tends to increase particle 
dispersion slightly (Reeks, 1977; Nir and Pismen, 1979; Csan-
ady, 1963; Meek and Jones, 1973). 

The crossing trajectories effect is caused by the differing 
paths a fluid element and particle take when a body force is 
present. Under the influence of a body force, "heavy'' particles 
attain finite drift velocities causing them to change their re
spective fluid neighborhoods more rapidly than corresponding 
fluid elements thus reducing the dispersion of particles as com
pared to the fluid elements. The crossing trajectories effect has 
been well studied analytically and experimentally (Reeks, 1977; 
Nir and Pismen, 1979; Csanady, 1963; Snyder and Lumley, 
1971; Wells and Stock, 1983). 

Inertia effects and the crossing trajectories effect influence 
the dispersion in each coordinate direction equally. The con
tinuity effect, on the other hand, affects the dispersion only 
in coordinate directions perpendicular to the free fall direction. 
This effect describes the tendency of a particle to drift under 
the influence of a body force from a region of fluid moving 
as a coherent "packet" into fluid filling the vacated region 
left by the original packet of fluid. The dispersion in directions 
normal to the drift velocity can be reduced by a factor of one 
half in isotropic turbulence in the limit of large drift velocities. 
The effect causes contours of particle density to appear el-
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liptical in planes containing the drift direction (Reeks, 1977; 
Nir and Pismen, 1979; Csanady, 1963; Meek and Jones, 1973). 

Particles with a polydisperse size distribution can also appear 
to "disperse" unequally between the direction of drift and 
directions normal to the drift. For example, under the influence 
of gravity, larger particles of a polydisperse distribution fall 
faster than smaller ones producing an apparent increase of 
dispersion in the vertical direction over other directions. This 
is referred to here as the polydisperse sedimentation effect. To 
measure the dispersion in the free fall direction either a mon-
odisperse particle size distribution must be used or the meas
ured dispersion must be corrected to account for the effects 
of the polydisperse size distribution. 

The following sections analyze the conditions for which a 
particle size distribution may be considered monodisperse and 
present a method by which dispersion measurements of a po
lydisperse particle size distribution can be corrected to reflect 
the dispersion of monodisperse particles. In addition, the in
fluences of nonisokinetic seeding with polydisperse size dis
tributions on measured dispersion is also examined. Illustrative 
examples are given to demonstrate the magnitude of the various 
effects. 

Analysis 

Consider the vertical spatial distribution of monodisperse 
particles emitted from a point source at some downstream 
location, x, from the source, in a horizontal flow. The prob
ability of finding a particle at some vertical location, z, is given 

assuming the plume possesses a Gaussian profile (Hinze, 1975). 
jxz is the monodisperse plume center and az is the standard 
deviation of the profile at x. To obtain the spatial probability 
distribution for a polydisperse size distribution, this distri
bution is modified by making the plume center a function of 
particle diameter and multiplying by the probability distri
bution of particle size. Assuming a Gaussian distribution for 
particle size, the resulting probability distribution for finding 
a particle of size "a" at location "z" of a polydisperse col
lection of particles is 

2icazaa \2 \ \ °z ) \ °a ) / / ' 

This assumes that the particle size distribution is sufficiently 
narrow that the turbulent dispersion process including inertia 
effects, crossing trajectories effects and continuity effects pro
duces the same spread (oz) for each particle size. Otherwise, 
az becomes a function of particle diameter as well. This bi-
variate probability distribution is the product of two Gaussian 
distributions. One describes the spatial distribution of mon
odisperse particles at a given streamwise location and the other 
describes the distribution of particle diameter. The two dis
tributions can be combined this way since "z" and "a" are 
independent random variables (Hines and Montgomery, 1980). 

Assuming the particles move horizontally with the same 
velocity as the conveying air, the averaged location of the plume 
center in this flow for "heavy" particles of size a settling 
vertically is determined by integrating (Michaelides, 1988) 

with 

Re = p,a21 ( U - U p ) I/,* 

CB = I : Re<l (4) 

CD = — (1+0.15 Re0687) K R e < 1 0 0 0 (5) 
Re 

from the particles point of release to the point of interest. Due 
to the density difference between the particles and air, the 
terms involving the pressure gradient caused by particle ac
celeration, the added mass caused by accelerating displaced 
fluid and the Basset history term are not included in the equa
tion of motion. 

It is instructive to examine the importance of isokinetic seed
ing (the seeding of particles into the flow with the same velocity 
as the conveying fluid) by integrating Eq. (3) for particles which 
obey Stokes' drag law (Eq. (4)). This yields 

Hz = ZSKi+v0T{\-e~'/T)-v,rr{\ + t/T-e-'/T) (6) 

where t = x/U the time elapsed to reach the downstream 
location x, r = a2p/18/i the particle relaxation time, vd = rg 
the particle drift velocity and zseeci is the height of the seeding 
point. The results qualitatively apply to heavier particles which 
follow the nonlinear drag law of Eq. (5) originally given by 
Rowe (1961). Stokes' drag law begins to introduce notable 
error for Re ~ 1. In air, Re = 1.1 for 60/n particles (p = 2.6 
gm/cm3) whose drift velocity is estimated to be -24 .5 cm/s 
using the nonlinear drag law compared to 28.1 cm/s using 
Stokes' drag relationship (a 13 percent error). This would lead 
to a ~3.6 cm error in the location of the plume center for 
each second the particles are carried downstream. In regions 
close to the seeding point the errors are less (e.g., a —2.4 
percent error in drift velocity after the elapse of T). 

The second term in Eq. (6) represents the plume displacement 
resulting from the initial vertical velocity at the inlet v0 while 
the third term represents the displacement caused by the grav-
itationally induced drift velocity (vd = rg). The importance 
of isokinetic seeding becomes apparent here. If v0 is compa
rable in magnitude to vd then the location of the plume center 
can be significantly altered from the expected center location 
assuming isokinetic seeding. Since drift velocities in air range 
from ~ 1 to ~65 cm/s (10 to 100 jxm. dia) this is a rather 
stringent requirement of particle seeding. For example, a small 
misalignment ( - 5 deg) of the seeding injection mechanism in 
a tunnel operating with a mean velocity of 10 m/s can produce 
non-isokinetic seeding of this magnitude (v0 = 87 cm/s). 

Nonisokinetic seeding further complicates the measurement 
of particle dispersion where the particle size distribution is not 
truly monodisperse. Suppose the particles have an initial up
ward velocity leaving the particle seeder. The larger particles 
of the distribution would, on average, travel higher and have 
a more pronounced parabolic arch in their trajectories due to 
their greater inertia than the smaller particles of the distri
bution. This effect is illustrated in Fig. 1. In regions relatively 
close to the particle seeder the effects of polydisperse sedi
mentation would be effectively reduced until the trajectories 
of the larger particles cross the trajectories of the smaller ones. 

A further nonisokinetic seeding effect occurs if the particles 
have a streamwise velocity much greater (or smaller) than the 
main flow at the seeding point. This effectively reduces (or 
increases) the elapsed time "t" over which the sedimentation 
effect separates the large and small particles causing the ap
parent increase of dispersion in the gravitational direction. This 

• can be accounted for by a suitable adjustment to the streamwise 
starting location in the computations. 

If the particles are introduced to the main flow truly iso-
kinetically then the plume center can be estimated using 

^ = 2 S e e d - ^ ( l + ^ / T - e " ' / T ) . (7) 

Substituting this approximation (or other appropriate solution 
to Eq. (3)) for fiz into Eq. (2), the plume center, ixp, and 
variance, aP, for a polydisperse particle size distribution can 
then be computed from the standard statistical definitions, 
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Fig. 1 Effects of particle size and nonisokinetic seeding on particle 
trajectories 
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Fig. 3 Two-dimensional particle concentration profiles as measured in 
a horizontal wind tunnel. Flow direction is normal to the page. 
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Fig. 2 Apparent increase in particle dispersion due to a polydisperse 
particle size distribution. Trajectories computed from Eq. (3) with a = 
60 (t, IT, = 5 (i and U = 4.5 m/s. Note the apparent reduction in dispersion 
for the polydisperse size distribution when r0 = 20 percent of U around 
x/M = 15 and the apparent increase thereafter. 

/V = n zP(z,a)dzda 

ffS = i 

(8) 

(9) " p - j j (z-Hp) P(z,a)dzda 
remembering that vd and r are functions of particle size. 

Equations (2), (8), and (9) together with an appropriate 
solution for \xz can be used to estimate (i) the effects of a 
polydisperse size distribution on measured dispersion, (ii) the 
allowable standard deviation of a particle size distribution for 
which it may be considered monodisperse, and (iii) the cor
rection to measured dispersion data to obtain estimates of 
monodisperse particle dispersion. 

"Monodisperse" Size Distributions 
Evaluation of the integrals in Eqs. (8) and (9) using the 

probability distribution in Eq. (2) and the plume center given 
by Eq. (7) produces the curves shown in Fig. 2. This figure 
illustrates the apparent increase of dispersion in the direction 
of drift (ap/oz) arising from a polydisperse particle size dis
tribution plotted as a function of (v<jX/U)/oz. Holding particle 
properties and the standard deviation of the particle size dis
tribution constant, the abscissa represents the ratio of the dis
tance the average sized particle has gravitationally settled to 
the statistical size of the monodisperse particle plume, az. As 
the elapsed time increases (t = x/U, time allowed for gravi
tational settling) the more pronounced become the effects of 
a polydisperse distribution on the apparent dispersion. This 

becomes more severe as the drift velocity of the average sized 
particle becomes larger. On the other hand, if the expected 
size of the plume is large then longer elapsed times or wider 
size distributions can be used. 

The use of Fig. 2 is best illustrated with an example. In the 
design of an experiment to measure the vertical turbulence 
induced dispersion of particles with a 30 cm/s drift velocity 
(~60 ix diameter glass spheres, p = 2.6 g/cm3) preliminary 
measurements estimate the size of the monodisperse plume at 
a location 200 cm downstream from the particle source to be 
az = 3.5 cm. The velocity of the conveying air stream was 4.5 
m/s. The apparent increase of dispersion from a polydisperse 
size distribution was to be limited to less than 15 percent of 
the monodisperse plume size. Then from Fig. 1, for (vdx/U)/ 
az = 3.8 and (ap/az)

2 = (1.15)2 = 1.32 the acceptable oJa = 
0.076 or aa = 4.6 n for the 60 fi particles. This is a rather 
narrow size distribution for particles of this size if a large 
quantity is required. 

Correction of Dispersion Measurements 
Once dispersion measurements have been obtained, Eqs.(2), 

(8), and (9) together with an appropriate expression for the 
plume center /xz for each particle size, can be solved in an 
iterative manner to find the "monodisperse" dispersion for 
the mean particle size. The procedure is straightforward. First 
a guess is made for the monodisperse dispersion az and then 
the polydisperse plume center, ixp, and dispersion, ap, com
puted. The double integrals can be evaluated with some ap
propriate numerical procedure. The computed polydisperse 
dispersion is then compared with the measured value. The 
monodisperse dispersion az is then adjusted in proportion to 
the error of the comparison. The polydisperse values are then 
recomputed and the process repeated until the error is reduced 
below some acceptable small value. 

This procedure was used to compute az for the measured 
dispersion data of Ferguson (1986) which is summarized in 
Table 1. The data were measured in a horizontal wind tunnel 
in the presence of grid generated turbulence. The two dimen-

' sional dispersion of 61.7 n glass particles in the plane normal 
to the tunnel axis was measured at 5 downstream locations. 
An example of the measured particle concentration profiles is 
shown in Fig. 3. The purpose of the measurements was to show 
that the elliptical shape of the profiles was the result of unequal 
dispersion between the vertical and horizontal directions caused 
by the continuity effect. Analysis of the plume center showed 
that the particles were not seeded isokinetically. At the inlet, 
the particles were estimated to have an upward velocity of 
-21.3 cm/s which is of the same order as the drift velocity 
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Table 1 "Heavy" particle dispersion measurements in grid 
generated turbulence. np = measured plume center, ay — dis
persion measured orthogonal to drift direction, ap = dispersion 
measured in drift direction, oz = corrected monodisperse dis
persion in drift direction. 

x/M 
40 
50 
60 
70 
80 

Mp(cm) 

2.25 ± 0 . 0 1 4 
0 . 8 7 ± 0 . 0 1 5 

- 1 . 1 6 ± 0 . 0 1 4 
- 1 . 7 3 ± 0 . 0 1 5 
- 4 . 8 8 ± 0 . 0 1 8 

z seed = 7.62 cm 
0 = 61.7 ii 
CT„ = 5 . 5 n 

aj(cm ) 

3.83 ± 0 . 0 2 5 
4 . 6 4 ± 0 . 0 3 0 
4.57 ± 0 . 0 2 8 
5.23 ± 0 . 0 3 3 
5 .13±0 .034 

<j2
p(cm2) 

5.45 ± 0 . 0 3 5 
6.08 ± 0 . 0 3 8 
6.94 ± 0 . 0 4 3 
7.87 ± 0 . 0 5 2 
9 . 3 7 ± 0 . 0 6 6 

a2
z(cm2) 

5.41 
5.91 
6.49 
6.99 
7.90 

(7=4 .51 m / s 
K„ = 2.83 ± 0.40 cm 2 / s 
# z = 5 . 3 8 ± l . l cm 2 / s 

Kr/K, = 0.526±0.13l 

(29.9 cm/s) and an effective starting location of x/M = 26, 
where Mis the bar spacing of the turbulence generating grid. 
As a consequence the computations were made using a nu
merical solution to Eq. 3 incorporating a nonlinear drag law 
(for these particles Re = 1.1). The results show (see Table 1) 
that relatively close to the particle seeder (x/M = 40, 50), the 
difference between az and ap is small while further downstream 
the effects of the polydisperse particle size distribution and the 
associated sedimentation effect become more severe. 

The coefficient of dispersion, K-,, can be determined for the 
particles in this tunnel from 

Kr 
2 dx 

(10) 

Applying this formula to the data in Table 1 using a least 
squares straight line fit gives Ky = 2.83 cm2/s, Kz = 5.38 cm2/ 
s and Ky/Kz = 0.526. This result supports the analysis of the 
continuity effect predicting the difference of dispersion be
tween the horizontal and vertical directions to be 1/2. 

Conclusions 
Ideally, one would like to measure the dispersion of mon

odisperse particles directly but truly monodisperse size distri
butions are difficult to achieve. The criteria by which a 
polydisperse size distribution may be considered "monodis
perse" is illustrated in Fig. 2. It depends significantly on in
dividual experimental conditions such as mean flow velocity, 
location of measurements relative to seeding location, etc. If 
possible, "heavy" particle dispersion measurements should be 
restricted to directions which do not contain the particle's drift 
velocity to avoid the sedimentation effect. 

Dispersion measurements of monodisperse heavy particles 
is difficult in practice due to the large change of mass for 
relatively small changes of particle diameter (m ~ a3). This 
leads to very small allowable standard deviations of particle 
size. Generally the larger the particle,the smaller aa must be. 
The calculation of dispersion for monodisperse particles from 
data obtained with polydisperse particle size distributions, 
where small differences of particle size do not affect the dis
persion mechanisms, is a straightforward procedure. 

The effects of nonisokinetic seeding on measured dispersion 
have been shown to be significant for polydisperse particle size 
distributions. Depending on the nature of the seeding velocity 
relative to the main flow and particle drift direction, the in
fluence may make the sedimentation effect more severe. Com
putations show the influence to be more sensitive the larger 
the particle's drift velocity is. Hence for large particles with 
size distributions which are marginally considered monodis
perse, isokinetic seeding becomes very important. If isokinetic 
seeding is not possible then the methods presented here can be 
used to account for non-isokinetic effects as related to sedi
mentation effects of a polydisperse size distribution. 

Although the manipulation of measured data to deduce a 
physical phenomenon is not desirable it is often the only re
course. The methods presented here can be used to determine 
the equivalent "monodisperse" dispersion for the averaged 
sized particle of the distribution for sufficiently narrow dis
tributions. 
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Pressure Measurements Around a 
Rotating Cylinder With and Without 
Crossflow 
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A. K. Mohanty2 

Static pressure measurements around a cylinder rotating about 
an orthogonal axis with and without superimposed crossflow 
are carried out by using a capacitance type differential pressure 
transducer in conjunction with a slip-ring apparatus. A coef
ficient of pressure (Cp) is defined for the rotating cylinder 
and typical variations of Cp along its length and periphery are 
presented. 

Nomenclature 
Cp(r, 6) = pressure coefficient defined at Eq. (1) 

• p0 = static pressure measured at the stagnation 
point, Pa 
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Table 1 "Heavy" particle dispersion measurements in grid 
generated turbulence. np = measured plume center, ay — dis
persion measured orthogonal to drift direction, ap = dispersion 
measured in drift direction, oz = corrected monodisperse dis
persion in drift direction. 

x/M 
40 
50 
60 
70 
80 

Mp(cm) 

2.25 ± 0 . 0 1 4 
0 . 8 7 ± 0 . 0 1 5 

- 1 . 1 6 ± 0 . 0 1 4 
- 1 . 7 3 ± 0 . 0 1 5 
- 4 . 8 8 ± 0 . 0 1 8 
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0 = 61.7 ii 
CT„ = 5 . 5 n 
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3.83 ± 0 . 0 2 5 
4 . 6 4 ± 0 . 0 3 0 
4.57 ± 0 . 0 2 8 
5.23 ± 0 . 0 3 3 
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<j2
p(cm2) 

5.45 ± 0 . 0 3 5 
6.08 ± 0 . 0 3 8 
6.94 ± 0 . 0 4 3 
7.87 ± 0 . 0 5 2 
9 . 3 7 ± 0 . 0 6 6 

a2
z(cm2) 

5.41 
5.91 
6.49 
6.99 
7.90 

(7=4 .51 m / s 
K„ = 2.83 ± 0.40 cm 2 / s 
# z = 5 . 3 8 ± l . l cm 2 / s 

Kr/K, = 0.526±0.13l 

(29.9 cm/s) and an effective starting location of x/M = 26, 
where Mis the bar spacing of the turbulence generating grid. 
As a consequence the computations were made using a nu
merical solution to Eq. 3 incorporating a nonlinear drag law 
(for these particles Re = 1.1). The results show (see Table 1) 
that relatively close to the particle seeder (x/M = 40, 50), the 
difference between az and ap is small while further downstream 
the effects of the polydisperse particle size distribution and the 
associated sedimentation effect become more severe. 

The coefficient of dispersion, K-,, can be determined for the 
particles in this tunnel from 

Kr 
2 dx 

(10) 

Applying this formula to the data in Table 1 using a least 
squares straight line fit gives Ky = 2.83 cm2/s, Kz = 5.38 cm2/ 
s and Ky/Kz = 0.526. This result supports the analysis of the 
continuity effect predicting the difference of dispersion be
tween the horizontal and vertical directions to be 1/2. 

Conclusions 
Ideally, one would like to measure the dispersion of mon

odisperse particles directly but truly monodisperse size distri
butions are difficult to achieve. The criteria by which a 
polydisperse size distribution may be considered "monodis
perse" is illustrated in Fig. 2. It depends significantly on in
dividual experimental conditions such as mean flow velocity, 
location of measurements relative to seeding location, etc. If 
possible, "heavy" particle dispersion measurements should be 
restricted to directions which do not contain the particle's drift 
velocity to avoid the sedimentation effect. 

Dispersion measurements of monodisperse heavy particles 
is difficult in practice due to the large change of mass for 
relatively small changes of particle diameter (m ~ a3). This 
leads to very small allowable standard deviations of particle 
size. Generally the larger the particle,the smaller aa must be. 
The calculation of dispersion for monodisperse particles from 
data obtained with polydisperse particle size distributions, 
where small differences of particle size do not affect the dis
persion mechanisms, is a straightforward procedure. 

The effects of nonisokinetic seeding on measured dispersion 
have been shown to be significant for polydisperse particle size 
distributions. Depending on the nature of the seeding velocity 
relative to the main flow and particle drift direction, the in
fluence may make the sedimentation effect more severe. Com
putations show the influence to be more sensitive the larger 
the particle's drift velocity is. Hence for large particles with 
size distributions which are marginally considered monodis
perse, isokinetic seeding becomes very important. If isokinetic 
seeding is not possible then the methods presented here can be 
used to account for non-isokinetic effects as related to sedi
mentation effects of a polydisperse size distribution. 

Although the manipulation of measured data to deduce a 
physical phenomenon is not desirable it is often the only re
course. The methods presented here can be used to determine 
the equivalent "monodisperse" dispersion for the averaged 
sized particle of the distribution for sufficiently narrow dis
tributions. 
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Static pressure measurements around a cylinder rotating about 
an orthogonal axis with and without superimposed crossflow 
are carried out by using a capacitance type differential pressure 
transducer in conjunction with a slip-ring apparatus. A coef
ficient of pressure (Cp) is defined for the rotating cylinder 
and typical variations of Cp along its length and periphery are 
presented. 
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Cp(r, 6) = pressure coefficient defined at Eq. (1) 

• p0 = static pressure measured at the stagnation 
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Fig. 1(a) Schematic of experimental setup 

6) = static pressure measured at any angle of 6, Pa 
p = static pressure of surrounding fluid, Pa 
r = radial position measured from the axis rotation, 

m 
Rec = cross-flow Reynolds number, Rec = VcD/v 
Rer = rotational Reynolds number, Re = VrD/v 

Re^ = resultant Reynolds number, Re = VRD/v 
Vc = velocity of crossflow, m/s 
Vr = rotational velocity, Vr = fir, m/s 
VR = resultant velocity, 

VR = sjv2
c + V2

r, m/s 
a = angle of resultant velocity, measured w.r.t. the 

plane of rotation, rad. 
v = kinematic viscosity, mVs 
6 = angular position on the cylinder, rad 
p = density, kg/m3 

Q = angular velocity of the rotating body, 1/s 

1 Introduction 
Thermofluid-dynamic studies pertaining to rotating bodies 

are of particular importance to several engineering applications 
such as turbomachines. In turbine blade applications, it is 
customary to evaluate thermal transport rates on the basis of 
a relative velocity with the static wind tunnel tests as the base. 
This practice is open to scrutiny since the effects of centrifugal 
and Coriolis forces are neglected. 

Indeed, significant differences in the values of lift coeffi
cients between the stationary and rotating aerofoils were noted 
by Himmelskamp (see Schichting, 1987). Eisele et al. (1969), 
Mohanty et al. (1977), Cornet et al. (1980), and Sparrow and 
Kadle (1984) reported augmentation of average heat and mass 
transfer rates from flat plates and cylinders rotating about an 
orthogonal axis. While corroborating with these earlier results 
regarding the overall transport, Prasad et al. (1991) observed 
that the heat transfer values at the stagnation point of a circular 
cylinder decreased, whereas they registered an increase at the 
other angular locations. The present experimental study is un
dertaken with the objective that a knowledge of the pressure 
distribution around a rotating cylinder can lead to an under
standing of the variations of local transport rates due to ro
tational effects. Rotating cylinders (Fig. 1) in both quiescent 
and in superimposed cross (air) flow environments are con
sidered for the experiments. 

2 Experiments 
Figures 1(a) and (b) show a general arrangement of the 

experimental setup and the details of a pair of acrylic test 
cylinders of 45 mm OD, respectively. Two such pairs with 
L/D = 4 and 5 were used in the present experiments. The two 
cylinders were mounted 180 deg apart on the hub, which, in 
turn, was fastened to the rotating shaft. Each cylinder was 

(b) 
Fig. 1(a) Schematic of experimental setup 

provided with three miniature holes and an arrangement to 
vary their angular position with respect to the flow direction. 
The pressure variations were recorded by a capacitance type 
differential pressure transducer (Furnes Controls FC-040), 
whose metal membrane was oriented in the plane of rotation 
and found unaffected by the centrifugal force. The 15 volt d.c. 
excitation to the transducer and the milli-volt output from the 
same were connected through the power and instrumentation 
rings of the slip-ring apparatus respectively. While the above 
cylinder assembly was rotated freely in a large laboratory room 
for the quiescent environment, it was located inside a 500 mm 
ID wind tunnel for the measurements in crossflow. 

The pressure measuring arrangement was calibrated in two 
stages: independently, by using a pressure vessel and a micro-
manometer (Askania, 0.001 mm Wg resolution within ± 1 
percent accuracy), and in-situ, for pressure distribution on a 
cylinder in crossflow. Agreement within ± 1 percent was noted 
between the transducer and the micromanometer outputs and 
the presence of slip-rings had little influence on the transducer 
read-out. 

Measurements were carried out at three radii r = 137, 157, 
and 177 mm, and at different rotational speeds from 250 to 
900 rpm, for pure rotation and with superimposed crossflow. 
The rotational speed was monitored continuously and was 
maintained within ± 1 rpm by means of the d.c. drive control, 
during each set of experiments. For further details, refer to 
Tawfek (1990). 

3 Results 
Rotation to the cylinder introduces work input, and there

fore, it would be prudent not to refer the pressure variation 
through a non-inertial application of Bernoulli's equation. The 
dual presence of rotation and cross-flow, additionally, causes 
a shift of the stagnation point from the plane of rotation. 
Experimentally, the stagnation point on the cylinder surface 
was identified by the angular position where the measured static 
pressure had the highest value. Measuring angular locations 
from the stagnation point, we define a pressure coefficient: 

CP = 
(p(r,d)-p(r,0)) 

PV\ 
(1) 

It would be readily noted that the definition of Cp(r, 6) spe
cializes to the practice in literature when Vr = 0 and p(d) = 
p + \/2pVl in the presence of pure crossflow. 

3.1 Rotation in Quiescent Air. Measurements corre
sponding to a rotational Reynolds number range of 15,700 to 
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Fig. 2 Pressure distribution of cylinder in pure crossflow, pure rotation, 
and both 

40,300 were taken and a typical variation is presented in Fig. 
2. The stagnation point lies in the plane of rotation, and Cp 
is a function of both r and 8. The zero value of Cp occurs 
around 6 = 45 deg, unlike the 30 deg condition for cylinder 
in pure crossflow. This was also predicted by Sears (1950) for 
an infinite cylinder under rotation. 

The pressure coefficient, in general, decreases from 0 to 80 
deg and remains fairly constant between 120 and 240 deg and 
could be summarized through Rer, reminiscent to the behavior 
of stationary cylinder in crossflow (Schlichting, 1987). How
ever, unlike the stationary cylinder case, Cp could not group 
the pressure variations at different Re into a single curve. The 
reason is attributable to the presence of longitudinal pressure 
gradient due to the centrifugal force. The difference in Cp 
values for various Rer is, however, less pronounced in the front 
region. This signifies dominance of the circumferential pres
sure gradient over the centrifugal in the neighborhood of the 
stagnation point. 
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Fig. 3 Measured and estimated position of the stagnation condition 
for rotating cylinder in crossflow 

the rotational Reynolds number is the same. This can be a 
pointer for summarizing transport rate values where the effects 
of body forces may be accounted for the nondimensional pa
rameters in addition to Re^. 

The overall experimental uncertainty of the pressure coef
ficient is estimated to be 3.4 percent at the lowest values of 
Vc and Vr and the value of uncertainty, in general, decreases 
with their increasing magnitude. 

4 Conclusions 
1. A coefficient of pressure has been defined at Eq. (1) for 

cylinders rotating about an orthogonal axis, with and without 
superimposed crossflow. 

2. The point of zero Cp lies around 6 = 45 deg for cylinder 
rotating in quiescent air. 

3. The position of maximum pressure or stagnation point 
is predictable by vectorially summing Vc and Vr. 

4. The effects of centrifugal and Coriolis forces due not 
permit the Cp curves at different radii to merge into one, even 
when the rotational Rer is same. 

5. The variations in the relative magnitudes of longitudinal 
and circumferential pressure gradients could explain the trans
port rate behaviors. 
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3.2 Superimposed Crossflow. While the experimental 
range covered simultaneous variation of Rec from 0 to 26,000 
and Rer from 0 to 38,000, only typical variations are presented 
in Fig. 2, for the sake of brevity. Note the shift in stagnation 
point from the plane of rotation to the point of application 
of the resultant velocity, Fig. 2, as the crossflow velocity changes 
from zero. At a given speed of rotation and crossflow, the 
angular shift varies with the radius of measurement as 

tan at r2 

tan a2
 r\ 

(2) 

The difference between a\ and a2, between the two extreme 
points of our measurements, rt = 137 and r2 = 177 mm, was 
of the order of 5 deg, nominally for Rec/Rer = 0.5. The 
measured location of the maximum pressure point is compared 
with the so estimated value of a in Fig. 3. 

The effects of centrifugal and Coriolis forces do not permit 
the Cp curves at different radii to merge into one, even when 
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Capillary Instability of a Jet of Liquid 
Metal 

David B. Wallace1 

A system based on ink-jet technology has been used to dem
onstrate the controlled generation of monodispersed 100 ixm 
diameter molten solder droplets. Oxide formation on the sur
face of the molten solder jet was shown to have a drastic effect 
on the droplet formation process. If the oxygen is not removed 
from the environment, no jet break up occurs. The growth 
rate of a radial disturbance on a capillary jet of molten solder 
is similar in magnitude to that predicted by Rayleigh and Weber 
theory, but the agreement is not good enough to say that these 
theories are valid for the liquid metal jet. 
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Molten solder jetting hydraulic system configuration 

Introduction 
Recent advances in semiconductor manufacturing and elec

tronics assembly have caused applied solder volumes in these 
processes to decrease drastically. At the same time, the posi
tional control requirements have become more exacting. One 
potential solution to this problem is the use of ink-jet tech
nology to create 50-150 /xm diameter droplets of molten solder 
and direct them toward a substrate. Liquid metal jets have 
been investigated previously by Vasil'ev (1977), Hendricks 
(1981), Kendall (1981), and Artemyev and Kochetov (1990), 
but the details of the jet breakup process were not described, 
or the break-up mechanism was turbulence induced. This paper 
attempts to quantify the breakup of a capillary jet of liquid 
metal and compare the results with existing theory. 

Droplet Formation Analysis 
The phenomena of uniform drop formation from a stream 

of liquid issuing from an orifice were initially described math
ematically by Lord Rayleigh (1878). His theory describes the 
growth of a radially symmetric initial diameter disturbance on 
an inviscid jet, and it is based on a small perturbation as
sumption (i.e., linear theory). Given a disturbance of the form 
shown in Eq. (1), the non-dimensional disturbance growth rate, 
according to Rayleigh theory, is given in Eq. (2). 

Rayleigh (1892) extended his analysis to viscous jets, but the 
complexity of the relationships makes it of little utility. Weber 
(1931) used a similar approach as Rayleigh, but produced a 
much more practicable result by making several simplifying 
assumptions. His relationship for the normalized disturbance 
growth rate, given in Eq. (3), reduces to Rayleigh's equation 
if the viscosity is zero and Weber's approximation of the Bessel 
function term is employed. These relationships will be used to 
evaluate the experimentally observed solder jet breakup be
havior described below. 

Test System and Materials 
Figure 1 illustrates the hydraulic system used in this study. 

The functional requirements of the system were to provide 
oxide and contaminant free molten solder at a controlled tem
perature to the droplet generator. 

The upper reservoir is a temperature controlled, enclosed 
"solder pot." The solder is melted in the upper reservoir and 
the dross/impurities can rise to the surface while the molten 
solder is gravity fed to the main reservoir. The main reservoir 
is a temperature controlled (via a thermocouple mounted inside 
the reservoir), teflon coated, chamber to house the pure solder. 
By pressurizing the chamber with nitrogen, clean liquid solder 
is forced through the droplet generator. 

The droplet generator is mounted to the reservoir. A separate 
thermocouple/heater combination is used to control the tem
perature of the solder in the droplet generator. This defines 
the temperature of the solder jet as it exits the droplet gen
erator. For all of the results described in the following, the 
operating temperature of the droplet generator was 100°C. 
Details of the droplet generator design are given in Wallace 
(1989). 

The droplet generator and the region several inches down
stream from the droplet generator orifice were encased in a 
plexiglass box (not shown in the figure). The atmosphere in 
this box was controlled by inputting a constant flow on dry 
nitrogen. 

= r0e cos 
n> 

n s= 
2irr0 

r0 = jet radius 
/b'= initial radius perturbation 
r' = radius perturbation 
a = disturbance growth rate 
t = time 
x = axial distance 
X = disturbance wavelength (1) 
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pro 
a2 = 

(l-£2);Vo(/£) 
M%) 

p = density 
o = surface tension 

/0 = Bessel function (2) 
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a2J2(l
2 ^2)-3V2g2Z« 

Z = -
Re r f 

C/cT 
Wed = Weber number = 

o 

Red = Reynolds number = — 
t/=jet velocity 
d = jet diameter (3) 

The solder selected for this study was Indalloy-158, a low 
melting temperature eutectic solder. A eutectic solder com
position was selected because it directly transitions from solid 
to liquid with no phase containing a solid/liquid mixture. The 
melting point of Indalloy-158 is 70°C and the composition is 
50 Bi, 26.7 Pb, 13.3 Sn, 10 Cd. Unlike tin-lead solder alloys 
(Jones and Davies, 1957-1958; Fisher and Phillips, 1954), pub
lished fluid properties of Indalloy-158 are not available. Spe
cific heat, density, and surface tension were estimated by taking 
the weighted average of the properties of the pure metal con
stituents at 100°C. This method produced a reasonable esti
mate compared to the properties of similar materials given in 
Lea (1988). An estimate of 1.5-3.0 cp for the viscosity of 
Indalloy-158 was obtained from Mankamyer et al. (1985) and 
Holman (1981). Estimates of the viscosity derived from ex
perimental data obtained in this study ranged from 8-37 cp. 
These estimates will be discussed in more detail below. 

Droplet Formation Experimental Evaluation 
At a given reservoir pressure, the molten solder was caught 

in a tared receptacle to determine the flow rate. After selecting 
the disturbance frequency (sinusoidal waveforms with fre
quencies of 10-25kHz were used for all test cases) to be applied 
to the droplet generator, the disturbance wavelength was ob
tained by measuring the drop-to-drop spacing optically from 
a stroboscopically frozen image of the drops. The combination 
of flow rate, frequency, and wavelength allows the droplet 
velocity (assumed to be the same as the jet velocity), drop 
diameter, and jet diameter to be calculated. Note that the jet 
diameter cannot be assumed to be the same as the orifice 
diameter (Goren and Wronski, 1966). 

At each frequency, the breakoff length was measured for 
(peak-to-peak) voltages in the range 1-160V. Breakoff length 
is defined as the distance from the orifice to the location where 
the drops separate from the jet. To illustrate disturbance wave
length effects, break off length behavior was examined for 
several frequencies and a fixed jet velocity. Viscous effects 
(both nozzle flow and capillary instability) were examined by 
measuring the break off length for the same disturbance wave
length at a different jet velocity. Finally, the tests were repeated 
with a second device with a different orifice diameter. 

Examination of Eq. (1) reveals that the disturbance growth 
is exponential in time and independent of jet velocity. There
fore, the breakoff length data was converted to breakoff time 
by dividing breakoff length by the jet velocity. The experi
mental uncertainty of the break off length measurement was 
±20 fim and the velocity measurement uncertainty was 0.1-
0.15m/s. Since these two errors are uncorrelated, the breakoff 
time uncertainty is the RMS of the combined errors, or 25-94 
flS. 

The breakoff time results for the 51 /urn orifice diameter 
device are shown in Fig. 2. Since the data are approximately 
linear on semilog plot, the jet breakup behavior is qualitatively 
similar to the behavior assumed in Eq. (1). In reaching this 
conclusion, it is must be assumed that the initial disturbance 
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amplitude has a 1:1 relationship to the voltage applied to the 
droplet generator device, assuming all other parameters are 
held constant. Also note that, because the droplet generator 
device has acoustic resonances, the initial disturbance ampli
tude will be a function of frequency, and thus \/d. Hence, 
this type of presentation cannot be used to evaluate the effects 
of nondimensional wavelength, Reynolds number, or Weber 
number. 

To compare the experimental results to theory in a quan
titative fashion, the slope of the breakoff time versus voltage 
curve was obtained from a regression fit to the data in the 
same manner as Pimbly and Lee (1977). The breakoff time is 
substituted into Eq. (1), and the disturbance amplitude at this 
time is set to r0. Assuming that breakoff occurs at the same 
phase angle (i.e., cosine term is set equal to 1.0), a single 
equation in two unknowns (disturbance growth rate, a; and 
initial disturbance, r0') is obtained. By assuming that the initial 
disturbance is directly proportional to the drive voltage (all 
other parameters being held constant), and by taking the log
arithm of both sides of the equation, a linear equation in drive 
voltage and disturbance growth rate is obtained, as shown in 
Eq. (4). 

From the slope of the regression fit, the nondimensional 
amplification rate defined in Eq. (2) was calculated and is 
plotted in Fig. 3 versus non-dimensional wavelength, along 
with Rayleigh and Weber theory curves. Note that the Weber 
theory results are very close to the Rayleigh theory results using 
the estimated solder fluid properties. 
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Fig. 4 50 (iin lndalloy-158 solder jet and 100 ^m droplets forming in a nitrogen atmosphere 

Fig. 5 50 /im lndalloy-158 solder jet in air 

In comparing of the data and theory in Fig. 3, we can only 
conclude that the measured and predicted amplification rates 
are of similar in magnitude, and the shape of the amplification 
rate data versus normalized wavelength is qualitatively similar 
to theory. Whether the lack of comparison between the data 
and theory is due to a fundamental difference in behavior 
caused by an unidentified phenomenon, such as oxide for
mation on the surface of the jet (see below), or due to errors 
in the experimental system is not know at this time. This will 
be an area of further investigation in the future. 

A great deal of emphasis in the system design was placed 
on controlling the gaseous materials that come into contact 
with the solder in a molten state. Control of oxide formation 
is potentially important to the quality of solder joint that can 
be achieved using this type of dispensing, and has previously 
been observed to degrade the breakup of liquid metal jets 
(Kochetov, 1990). During the current study of jet breakup 
behavior, an experiment was conducted that illustrates the 
drastic effect that oxide formation has on the surface tension 
of a liquid metal jet. Figure 4 shows the controlled breakup 
of a 50 fim jet of a lndalloy-158 solder jet into 100 /xm droplets 
in a nitrogen atmosphere. For this case, the breakup occurs 
in less than 3 mm. Holding all operating conditions the same, 
Fig. 5 illustrates what happens when room air is allowed into 
the controlled atmosphere chamber. The change in behavior 
from that shown in Fig. 4 to that shown in Fig. 5 occurs in 
less than 5 seconds, representing the time it takes room air to 
migrate to the region of the jet. 

atbreak.off+ln{V) + C=0 

V-
C-

-- drive voltage 
= constant (4) 

In the electronics industry, oxide formation on metal is 
known to have a drastic effect on contact angle and surface 
tension. Unless oxides are prevented from forming, or are 

removed through the use of fluxes, the reflowed (i.e., molten) 
solder will not wet onto the leads of an electrical component, 
and a poor solder joint will result. The decrease in surface 
tension of molten solder that has an oxidized surface can easily 
be observed in the "slumping" of the solder. Measurement of 
liquid metal surface tension is a difficult procedure, but some 
data is available in the literature (Carroll and Warwick, 1987; 
Schaneke, et. al., 1978). Oxides are prevented from forming 
on the surface of the liquid metal during these measurements 
by use of inert gases (e.g., nitrogen or argon), and/or gasses 
that chemically reduce oxygen (hydrogen). The author knows 
of no surface tension data available for liquid metals with 
known levels of surface oxides. Since Eq. (2) dictates that the 
breakoff time is proportional to the square of the surface 
tension, the change in behavior shown between Fig. 4 and Fig. 
5 indicates that oxide formation on the surface of a liquid 
metal decreases the surface tension by at least an order of 
magnitude. In addition, to prevent the jet from breaking up 
before oxides have formed on the liquid metal surface, the 
time scale for oxide formation must be < 100 ̂ s. 

Due to the lack of viscosity data for the solder alloy used 
in this study, an estimate of the molten solder viscosity was 
obtained from the experimental data and a previously devel
oped empirical model. The model, shown in Fig. 6, is a stand
ard orifice flow model (Filmore, 1983) for the type of droplet 
generator used in the current study, and the data shown in 
Fig. 6 were obtained using glycerin and water solutions. Using 
this model, two estimates of the viscosity were obtained from 
the pressure and flow rate data for lndalloy-158: 8 cp for the 
58 ixm orifice diameter device tests and 37 cp for the 51 ftm 
orifice diameter device tests. The large uncertainty in esti
mating the viscosity in this manner is due to the low slope of 
the discharge versus Reynolds number curve. The fact that 
these two estimates are large compared to the expected value, 
1.5-3.0 cp, may be due to a change in the viscosity over time. 
The solder was recycled several times during these tests, and 
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the higher value was obtained from tests that occurred after 
the tests which produced the lower value. It is plausible that 
a build up of impurities in the solder caused the viscosity to 
increase over time. Future studies will include direct viscosity 
measurements before and after all tests. 

Conclusions 
Micro-solder droplets of uniform size, 100 ̂ m in diameter, 

were produced using a low temperature solder in a continuous 
type ink-jet device. Oxide formation on the surface of the 
molten solder jet was shown to have a drastic effect on the 
droplet formation process. If the oxygen is not removed from 
the environment, no jet breakup occurs. The growth rate of 
a radial disturbance on a capillary jet of molten solder is similar 
in magnitude to that predicted by Rayleigh and Weber theory, 
but the agreement is not good enough to say that these theories 
are valid for the liquid metal jet. 

Acknowledgment 
This research has been funded in part by an SBIR grant 

from the National Science Foundation, grant number ISI-
9060945. 

References 
Carroll, M. A., and Warwick, M. E., 1987, "SurfaceTension of Sn-Pb Alloys: 

Part 1 - Effect of Bi, Sb, P, Ag, and Cu on 60-40 Solder," Material Science 
and Technology, Vol. 3, pp. 1040-1045. 

Filmore, G. L., 1983, "Drop Velocity From an Ink-Jet Nozzle," IEEE Trans
actions on Industry Applications, Vol. 9, No. 6, p. 1098. 

Fisher, H. J., and Phillips, A., 1954, "Viscosity and Density of Liquid Lead-
Tin and Antimony-Cadmium Alloys," Journal of Metals, p. 1060. 

Goren, S. L. and Wronski, S., 1966, "The Shape of Low-Speed Capillary 
Jets of Newtonian Liquids," Journal of Fluid Mechanics, Vol. 25, Part 1, pp. 
185-198. 

Hendricks, C. D., 1982, "Inertial Confinement Fusion Targets," Proceedings 
of the 2nd International Colloquium on Drops and Bubbles, D. H. LeCroissette, 
ed., NASA-CR-168848. 

Holman, J. P., 1981, Heat Transfer, McGraw-Hill, New York, p. 545. 
Jones, W. R. D., and Davies, J. B., 1957-1958, "The Viscosity of Lead, Tin, 

and Their Alloys," Journal of the Institute of Metals, Vol. 86, p. 164. 
Kendall, J. M., 1982, "Hydrodynamic Performance of an Annular Liquid 

Jet: Production of Spherical Shells," Proceedings of the 2nd International Col
loquium on Drops and Bubbles, D. H. LeCroissette, ed., NASA-CR-168848. 

Kocheov, S. G., 1990, "Abnormal Capillary Breaking of the Liquid Metal 
Free Jet in Oxidizing Medium," Advances in Gas-Liquid Flows -1990, ASME. 

Lea, C , 1988, A Scientific Guide to Surface Mount Technology, Electro
chemical Publication Limited, Ayr, Scotland, p. 316. 

Mankamyer, M. M., Snyder, R. E., and Taussig, R. T., 1985, "Liquid Droplet 
Radiator Systems Investigation," AFRPL TR-85-808. 

Pimbly, W. T., and Lee, H. C , 1977, "Satellite Droplet Formation in a 
Liquid Jet," IBM Journal of Research and Developement, pp. 22-23. 

Rayleigh, Lord, 1878, "On the Instability of Jets," Proceedings of the London 
Mathematical Society, Vol. 10, No. 4. 

A. Yakhot,1'2 V. D. Khait,3 and S. A. Orszag1,4 

A new formulation of an algebraic eddy viscosity model 
based on a new length scale dependent on boundary layer flow 
characteristics (displacement thickness, momentum-loss thick
ness) has been recently developed by Yakhot et al. (1992). Using 
this new approach, they have calculated transitional flow in a 
flat plate boundary layer. The integral characteristics of the 
turbulent boundary layer including the location of transition, 
skin friction coefficient, and velocity distribution across the 
boundary layer, are in very good agreement with available 
experimental data. 

The derivation of the model could be found in Yakhot et 
al. (1992). Here, we provide a completely self-consistent for
mulation of the model and emphasize the assumptions made 
in its derivation. The algebraic eddy viscosity model of Yakhot 
et al. (1992) is based on a form of the turbulent eddy viscosity 
suggested by renormalization group (RNG) approach to tur
bulence (Yakhot and Orszag, 1986). The RNG theory involves 
systematic elimination of small scales of motion from the Na-
vier-Stokes equations. By eliminating the small-scale modes 
from the wave number interval Af < k < A0, the following 
expression for the turbulent viscosity has been derived by Yak
hot and Orszag (1986): 

- . - 4 \ "1 1/3 
eAf v = v0 l+Hla vl 

C (1) 

where c0 is molecular viscosity, a ~ 0.12, C = 0(100) is the 
RNG constant, and H{x) is the ramp function defined by 
H(x) = max(x, 0). 

The RNG turbulent viscosity (1) is expressed in terms of the 
mean dissipation rate, e, and the length scale, A = 27rA/1, 
corresponding to the smallest fluctuating scales retained in the 
system after the RNG procedure of scale elimination is com
pleted. In transport models of turbulence all fluctuating modes 
are eliminated, so A must be expressed in terms of an integral 
length scale (/). In terms of e and /, the expression (1) may 
be written in the form: 
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the higher value was obtained from tests that occurred after 
the tests which produced the lower value. It is plausible that 
a build up of impurities in the solder caused the viscosity to 
increase over time. Future studies will include direct viscosity 
measurements before and after all tests. 

Conclusions 
Micro-solder droplets of uniform size, 100 ̂ m in diameter, 

were produced using a low temperature solder in a continuous 
type ink-jet device. Oxide formation on the surface of the 
molten solder jet was shown to have a drastic effect on the 
droplet formation process. If the oxygen is not removed from 
the environment, no jet breakup occurs. The growth rate of 
a radial disturbance on a capillary jet of molten solder is similar 
in magnitude to that predicted by Rayleigh and Weber theory, 
but the agreement is not good enough to say that these theories 
are valid for the liquid metal jet. 
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A. Yakhot,1'2 V. D. Khait,3 and S. A. Orszag1,4 

A new formulation of an algebraic eddy viscosity model 
based on a new length scale dependent on boundary layer flow 
characteristics (displacement thickness, momentum-loss thick
ness) has been recently developed by Yakhot et al. (1992). Using 
this new approach, they have calculated transitional flow in a 
flat plate boundary layer. The integral characteristics of the 
turbulent boundary layer including the location of transition, 
skin friction coefficient, and velocity distribution across the 
boundary layer, are in very good agreement with available 
experimental data. 

The derivation of the model could be found in Yakhot et 
al. (1992). Here, we provide a completely self-consistent for
mulation of the model and emphasize the assumptions made 
in its derivation. The algebraic eddy viscosity model of Yakhot 
et al. (1992) is based on a form of the turbulent eddy viscosity 
suggested by renormalization group (RNG) approach to tur
bulence (Yakhot and Orszag, 1986). The RNG theory involves 
systematic elimination of small scales of motion from the Na-
vier-Stokes equations. By eliminating the small-scale modes 
from the wave number interval Af < k < A0, the following 
expression for the turbulent viscosity has been derived by Yak
hot and Orszag (1986): 

- . - 4 \ "1 1/3 
eAf v = v0 l+Hla vl 

C (1) 

where c0 is molecular viscosity, a ~ 0.12, C = 0(100) is the 
RNG constant, and H{x) is the ramp function defined by 
H(x) = max(x, 0). 

The RNG turbulent viscosity (1) is expressed in terms of the 
mean dissipation rate, e, and the length scale, A = 27rA/1, 
corresponding to the smallest fluctuating scales retained in the 
system after the RNG procedure of scale elimination is com
pleted. In transport models of turbulence all fluctuating modes 
are eliminated, so A must be expressed in terms of an integral 
length scale (/). In terms of e and /, the expression (1) may 
be written in the form: 
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•v0 \+H[a~-C (2) 

where a is a constant which is discussed below. 
Yakhot et al. (1992) expressed the mean dissipation rate, e, 

from the well-known expression for the eddy viscosity used in 
k - e transport models of turbulence: 

7,2 

e = Cu C„~0.09, (3) 

where k is the turbulent energy. Assuming equilibrium between 
production and dissipation, when k ~ C~xnu\ and w, = (T1V/ 
p)U2 is a wall-shear velocity, and substituting (3) into (2), for 
the eddy viscosity we have: 

• v 0 \+H\a C (4) 

For wall-bounded turbulent flows one may expect that near 
the wall (within the logarithmic layer) the length scale, /, is 
equal to the distance from the wall: / = y. If we also require 
that v = KUty(K ~ 0.4), as widely used in mixing length theory, 
we must choose the constant a in (4) to be equal to K4. Thus, 
we may rewrite (4) as: 

p = p0 \+H 
vv\ 

-C (5) 

where K is the von Karman constant, C = 0(100), and H(x) 
= max(x, 0). 

Assuming that H(x) = x, the expression (5) may be written 
in the form of a quartic (Q4) equation: 

Q4(i>) = P 4 +(C-l ) i>- v"=0 (6) 

where 

"o 
< = KI+, 

"0 

As a result of the ramp function H(x) used in the model, the 
quartic Eq. (6) must be solved for p under the constraint: 

i> = max(i>,l) (7) 

The length scale, /, appearing in (6), is defined by: 

l = mm(y,y5J, (8) 

wherey, is the distance from the wall and 5„ is the displacement 
thickness. It has been shown by Yakhot et al. (1992) that, the 
length scale, /, cannot be defined assuming that 7 is a constant 
in (8). Instead, they suggest the following expression for 7: 

7 = 7 o ( l - # " ' ) - ' , 70 = 0.3, (9) 

where H = dt/6 is a shape factor, 5„ is the displacement 
thickness and 6 is the momentum-loss thickness defined by: 

••-CM)*' *= u 

U0 
U, 

dy 

The //-dependent 7 has the same meaning as an empirical 
intermittency coefficient used in standard eddy-viscosity models 
to account for the transition region (Cebeci and Smith, 1974). 
The value of the constant 70 = 0.3 in (9) has been chosen by 
Yakhot et al. (1992) from the analysis of the fully turbulent 
boundary layer over a flat plate and in order to obtain that 
the laminar-turbulent transition (v > 1) occurs at the Reynolds 
number Re* = 105. 

To conclude, algebraic-Q4 eddy viscosity model is defined 
by (6-9). The eddy viscosity is presented as a solution of a 
quartic (Q4) Eq. (6). The model accurately describes transi
tional boundary layer flow over a flat plate (Yakhot et al., 
1992). The integral characteristics, such as the total skin fric
tion coefficient and mean velocity across the boundary layer, 
are found to be in good agreement with experimental data, 

Re,= 5 10° 
R e ^ a i O " 

Re,= 10" 

Re I=5'106 

2.41n(y,)+5.0 

Fig. 1 Turbulent boundary layer flow over a flat plate: mean velocity 
profiles at different downstream locations 

and, as an example, the mean velocity profiles at different 
downstream locations, Rex, are plotted in Fig. 1. 

In this note, we shall use the algebraic-Q4 eddy viscosity 
model of Yakhot et al. (1992) to derive analytically the form 
of the logarithmic velocity-distribution law. For the purpose 
of this note, the algebraic model (6-9), being applied to the 
inner regions (/ = y) of fully developed turbulent flow in 
boundary layer, channel or pipe, gives an eddy-viscosity, v, 
that satisfies the quartic equation: 

Q 4 ( ? ) = ? 4 + ( C - 1 ) ? - ( K J + ) 4 = 0 , (10) 

where v = u/v0, VQ is molecular viscosity, C = 0(100) is a 
constant, K is the von Karman constant, and y+ is nondimen-
sional distance to the wall measured in wall units. The quartic 
Eq. (10) is solved for v under the constraint v = max(?, 1), 
so the turbulent viscosity turns o n ^ > l ) a t ^ + = yt = 
CIM/K. Since Q4(0) < 0 while Q4'(?) > 0 for v > 0, (10) has 
only one positive root which is a continuous function of y+. 

Within the inner region, the velocity is governed by: 

du+ 1 

dy+ t>' 

where u+ = u/u^, and M„ is the wall-shear velocity. Integrating 
(11) from yt to y+, and assuming that u+ (y+) = y+ for y+ 

^ y*, gives: 

C1/4 Cy+ dn 
u+(y+)=~ +\ ^ r , (12) 

K JV 1 u(ri) 

(11) 

Using (10), it follows that: 

C"4 1 r 4 ? 3 - 1 + L 
UAy+)=— + TK\ 3 / V _ 1 + r O / 4 * . 

c 
•cy 

so that: 

u+(y+)=— 
3K -'"—(£) 

1 (CiM+l\ 

+ 2 arctan(z) 

-2arctan(C1/4) (13) 

where z ~ (P3 - 1 + C) ' / 4 /? 3 / 4 and v = p(y+) is the solution 
of the quartic Eq. (10). 
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For y+ » 1, it follows from (10) that v « KV+, while (13) 
gives: 

u+(y+)=-\n y++B, 
K 

(14) 

where 

4C1/4 + ln , i /4, , „ / _ " _ » + ! _ ! 
C-\ 2 

•In -2arctan(C I A t) (15) 

Evaluating B at K = 0.4 and C = 160, as was used by Yakhot 
et al. (1992), we obtain B = 4.9 which is in very good agreement 
with experimental fits. From (15), one can see that when C ~ 
130-220, the constant B is varied over the experimentally ob
served range 4.5-5.5. Thus, when C = 0(100) as given by the 
RNG theory of turbulence (Yakhot and Orszag, 1986), the 
value of B agrees with experiment. 

In conclusion, we have given an elementary analytic expres
sion of the shift constant B of the logarithmic velocity law 
based on the algebraic-Q4 eddy viscosity model. 
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Mean Streamwise Velocity 
Measurements in a Triple Jet of 
Equilateral Triangular Configuration 

G. H. Moustafa,1 T. Sundararajan,2 and 
E. Rathakrishnan3 
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base twin jet 

1,2,3 measuring planes 
Fig. 1 Triple jet triangular configuration 

Table 1 
p„/p0 u/uQ y/de x/de S Lm/de 

±0.022 ±0.012 ±0.0012 ±0.006 ±0.022 ±0.006 

between the jets and also the entrainment of the surrounding 
atmosphere. This, in turn, requires a detailed study of the 
behavior of high speed jets in multijet configuration. The sit
uation of interest here is an array of three axisymmetric nozzles 
set in a common end wall with equal spacing in a triangular 
configuration (Fig. 1). The reason why this particular config
uration has been chosen is that it promotes bending of the jet 
axes toward each other, thus leading to greater mixing. 

The available literature on multijet flows mainly concerns 
the turbulence characteristics of incompressible jets and the 
acoustic behavior of compressible jets. Turbulent incompres
sible jet flows have been studied by Sforza et al. (1966), Kro-
thapalli et al. (1983), and Quinn (1989). These authors have 
performed mean flow and turbulence measurements and have 
analyzed the effects of nonaxisymmetric nozzle geometries. 
The results obtained lead to the conclusion that low speed jets 
originating from nonaxisymmetric orifices decay to form ax
isymmetric jets far downstream. The noise generation mech
anisms of high speed multiple jets have been studied by 
Raghunathan and Reid (1981) and Krothapalli et al. (1989), 
while supersonic jet-interactions have been considered by 
Wlezien (1989). No investigations have so far been reported 
regarding the behavior and development of compressible triple 
jet configurations. In the present study, experiments have been 
conducted to investigate the effect of stagnation pressure ratio 
and nozzle spacing upon the mean flow characteristics of com
pressible jets in triangular configuration. The individual flow 
features of the vertex jet and the base twin jet are analyzed 
and their contributions to the axis switching as well as the 
overall triple jet behavior are highlighted. 

Introduction 
Multijet flows arise in several applications such as jet engine/ 

rocket combustors, the thrust augmenting ejectors for VTOL/ 
STOL aircraft, and industrial gas burners. In order to achieve 
proper combustion, thrust development, and reduction in the 
noise level, it is often desirable to control the inter-mixing 
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Experimental Apparatus and Procedure 
Compressed dry air was passed through the gate valve and 

pressure regulating valve into the stagnation chamber. It was 
then accelerated through an array of convergent nozzles and 
released into the ambient atmosphere in the form of free jets. 
Mesh wire screens were inserted inside the stagnation chamber 
to produce a uniform velocity at the nozzle exit. Models con
taining nozzles of the following dimensions were used in this 
study; nozzle length = 25 mm, inlet diameter = 10 mm and 
exit diameter de = 4.2 mm. Four models with a nozzle spacing 
S of 12, 16, 18, and 22 mm were fabricated and tested. The 
distribution of the total pressure in the jet was measured by 
a three hole pitot tube. Time-averaged (mean) values of total 
pressure were measured at several X, Y, and Z locations. The 
distance between the nozzle axes and the floor was kept suf
ficiently large for ignoring the wall effects in the present 
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For y+ » 1, it follows from (10) that v « KV+, while (13) 
gives: 

u+(y+)=-\n y++B, 
K 

(14) 

where 

4C1/4 + ln , i /4, , „ / _ " _ » + ! _ ! 
C-\ 2 

•In -2arctan(C I A t) (15) 

Evaluating B at K = 0.4 and C = 160, as was used by Yakhot 
et al. (1992), we obtain B = 4.9 which is in very good agreement 
with experimental fits. From (15), one can see that when C ~ 
130-220, the constant B is varied over the experimentally ob
served range 4.5-5.5. Thus, when C = 0(100) as given by the 
RNG theory of turbulence (Yakhot and Orszag, 1986), the 
value of B agrees with experiment. 

In conclusion, we have given an elementary analytic expres
sion of the shift constant B of the logarithmic velocity law 
based on the algebraic-Q4 eddy viscosity model. 
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Table 1 
p„/p0 u/uQ y/de x/de S Lm/de 

±0.022 ±0.012 ±0.0012 ±0.006 ±0.022 ±0.006 

between the jets and also the entrainment of the surrounding 
atmosphere. This, in turn, requires a detailed study of the 
behavior of high speed jets in multijet configuration. The sit
uation of interest here is an array of three axisymmetric nozzles 
set in a common end wall with equal spacing in a triangular 
configuration (Fig. 1). The reason why this particular config
uration has been chosen is that it promotes bending of the jet 
axes toward each other, thus leading to greater mixing. 

The available literature on multijet flows mainly concerns 
the turbulence characteristics of incompressible jets and the 
acoustic behavior of compressible jets. Turbulent incompres
sible jet flows have been studied by Sforza et al. (1966), Kro-
thapalli et al. (1983), and Quinn (1989). These authors have 
performed mean flow and turbulence measurements and have 
analyzed the effects of nonaxisymmetric nozzle geometries. 
The results obtained lead to the conclusion that low speed jets 
originating from nonaxisymmetric orifices decay to form ax
isymmetric jets far downstream. The noise generation mech
anisms of high speed multiple jets have been studied by 
Raghunathan and Reid (1981) and Krothapalli et al. (1989), 
while supersonic jet-interactions have been considered by 
Wlezien (1989). No investigations have so far been reported 
regarding the behavior and development of compressible triple 
jet configurations. In the present study, experiments have been 
conducted to investigate the effect of stagnation pressure ratio 
and nozzle spacing upon the mean flow characteristics of com
pressible jets in triangular configuration. The individual flow 
features of the vertex jet and the base twin jet are analyzed 
and their contributions to the axis switching as well as the 
overall triple jet behavior are highlighted. 

Introduction 
Multijet flows arise in several applications such as jet engine/ 

rocket combustors, the thrust augmenting ejectors for VTOL/ 
STOL aircraft, and industrial gas burners. In order to achieve 
proper combustion, thrust development, and reduction in the 
noise level, it is often desirable to control the inter-mixing 
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Experimental Apparatus and Procedure 
Compressed dry air was passed through the gate valve and 

pressure regulating valve into the stagnation chamber. It was 
then accelerated through an array of convergent nozzles and 
released into the ambient atmosphere in the form of free jets. 
Mesh wire screens were inserted inside the stagnation chamber 
to produce a uniform velocity at the nozzle exit. Models con
taining nozzles of the following dimensions were used in this 
study; nozzle length = 25 mm, inlet diameter = 10 mm and 
exit diameter de = 4.2 mm. Four models with a nozzle spacing 
S of 12, 16, 18, and 22 mm were fabricated and tested. The 
distribution of the total pressure in the jet was measured by 
a three hole pitot tube. Time-averaged (mean) values of total 
pressure were measured at several X, Y, and Z locations. The 
distance between the nozzle axes and the floor was kept suf
ficiently large for ignoring the wall effects in the present 
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experiment. The uncertainty involved in the measured (or 
calculated) values of various quantities are presented in 
Table 1. 

Results and Discussion 
In order to highlight the mutual interaction between the jets, 

the results are presented in the form of the vertex jet behavior 
and the twin jet behavior (see Fig. 1). Various aspects such as 
velocity profiles, decay rates, and spreading rates are examined 
for both the vertex and the twin jets. The trends observed in 
the overall triple jet behavior are explained with the help of 
the vertex and twin jet characteristics. 

In Fig. 2, the mean velocity profiles of the vertex jet at a 
downstream location of x/d= 18.5 are shown for different 
nozzle spacings. The velocity u is normalized by the velocity 
at the nozzle exit u0. All the length dimensions are normalized 
by the nozzle exit diameter. Also, the stagnation pressure p0 
is normalized by the ambient pressure pa. The velocity profile 
for a single jet is also included for the sake of comparison. 
The velocity decay is more rapid in the case of the vertex jet 
than for the single jet. Also, it increases with an increase in 

the nozzle spacing. Expressing the mean velocity decay ratio 
as 

MVDR = 
u/u0\ single -u/u, 

U/UQ I singie 

it is seen that MVDR for S = 12 mm is 13.5 percent and for 
S = 22 mm, it is equal to 44.5 percent. These trends can be 
explained as follows. In the triple jet configuration, entrain-
ment of ambient fluid from inner region between the jets leads 
to a low pressure zone. Because of this low pressure zone, the 
jets attract each other and axis-shifting takes place. As a con
sequence of axis-shifting phenomenon, the decay rate observed 
for the vertex jet is greater than that for the single jet. As the 
nozzle spacing increases, the bending of the jet axes is more 
which explains the effect of nozzle spacing on the velocity 
profile. Thus, it can be concluded that the level of entrainment 
as well as the mixing between the jets are enhanced in a multijet 
configuration such as the triple jet. 

The velocity distributions in the base twin jet are shown at 
several axial locations for S= 12 mm, in Fig. 3. Close to the 
nozzle exit, the velocity profiles indicate the presence of a 
potential core region surrounded by an axisymmetric shear 
layer, for each jet. After some distance, the jets merge and 
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Fig. 6 Variation of axial velocity of the base jet with nozzle spacing 

the velocity in the symmetrical plane (y = 0) increases gradually. 
At a large downstream distance, the velocity becomes maxi
mum at the mid-point between the jets and the base twin jet 
exhibits "fully developed" behavior. In this region, the com
bined jet behaves as a single incompressible jet. Experimental 
measurements indicate that the distance at which the jets com
pletely merge increases with nozzle spacing. 

Figure 4 shows the spreading rate of the vertex and the base 
twin jets. The spreading rate of the base twin jet is larger than 
that of the vertex jet. At some intermediate location, the half 
velocity widths (y0.s) of the base jet and the vertex jet cross 
over. Beyond this location, the spread rates are more or less 
same for both the vertex and base jets, indicating a single jet 
behavior. The distance from the nozzle exit plane to the cross-
point (Xc), increases with increasing nozzle spacing. The large 
difference in spreading rate at the base side and the vertex side 
leads to axis-switching, which is important in several chemical 
applications (Koshigoe et al., 1990). 

In Figs. 5 and 6, the decay rates of the vertex and base twin 
jets are examined. The variation of the square of the nor-
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Fig. 7 Variation of the triple jet velocity u, with nozzle spacing 

malized axial velocity (u„/u0)
2 with distance x/de is taken as a 

measure of the decay rate, since (u„/u0)
2 can be associated with 

the momentum of the flow. In Fig. 5, the decay rate of the 
vertex jet has been compared with that of the single jet, for 
pressure ratio pa/p0 = 0.512 and different nozzle spacings. 
The velocity decay increases with increase of nozzle spacing 
and the number of nozzles, implying greater entrainment. Sig
nificant decay occurs between x/de = 5 and 25 for the single 
jet. The corresponding values for the vertex jet with S = 22 mm 
are 2.5 and 10. On the other hand, the potential core length 
decreases with increase of nozzle spacing and the number of 
nozzles; its value for the single jet is around 5 and in the case 
of the vertex jet with S = 22 mm, it is equal to 2.5 de. Also 
far from the nozzle exit plane, in all the cases of nozzle spac
ings, the velocity decay profiles of the jet approach that of the 
single jet. A word of caution with regard to the trends seen in 
Fig. 5 concerning the influence of the nozzle spacing is that 
these correspond to moderately small spacings. When the value 
of S is very large (S =»<»), the single jet behavior will be re
covered once again, for each of the jets in the multijet con
figuration. From Fig. 6, it is evident that the decay rate of the 
base twin jet is closer to that of the single jet, than was observed 
in the case of the vertex jet. 

The variation of the triple jet velocity, uj with axial distance 
is shown in Fig. 7. It is seen that after a distance L,„, the triple 
jet velocity gradually increases from zero. It attains a maximum 
value at a distance Lc from the nozzle exit. The distances Lm 
and Lc can be identified with the merging point and the com
bining point of the jet. Beyond Lc, the combined jet propagates 
as a single jet. Both the merging and combining point distances 
increases with nozzle spacing; however, the merging point lo
cation is more sensitive to variation in nozzle spacing. 

Conclusion 
From the above results, it can be summarized that: the ve

locity decay of the triple jet is more than that of the single jet. 
Also, the spread rate is greater on the base side than on the 
vertex side, leading to axis switching far downstream of the 
nozzle exit. This, in turn, promotes mixing which is necessary 
for many engineering applications. 
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